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Photo induced three body decay

by CHRISTOF MAUL ‹ and KARL-HEINZ GERICKE

Institut fu$ r Physikalische und Theoretische Chemie der Johann Wolfgang

Goethe-Universita$ t, Marie-Curie-Straû e 11, D-60439 Frankfurt } Main, Germany

The photo induced three body decay : ABC ­ h m ! A ­ B ­ C, where a molecule

ABC decays into three fragments A, B and C upon irradiation, is reviewed. Various

experimental and theoretical techniques for the investigation of this reaction and
their application to a wide range of molecular species are discussed. Emphasis is

laid on the distinction between concerted and stepwise processes, consisting of one

single or two consecutive kinetic events, respectively. The concerted fragmentation
scheme is further classi® ed as being of either synchronous or asynchronous

character, depending on whether or not the bond breaking processes take place in

unison. The three body decays of acetone, azomethane and s-tetrazine are discussed
in detail as prototypes for these mechanisms. A novel kinematic analysis approach,

based on the evaluation of fragment kinetic energy distributions, is presented and

applied to the ultraviolet photodissociation of phosgene. Competing pathways are
found to be operative, dominated by the asynchronous concerted mechanism with

preferential forward scattering of the carbon monoxide fragment. The synchronous

concerted decay plays a minor role under signi® cant excitation of the in-plane and
out-of-plane bending modes of the parent molecule. Finally the power of the newly

developed method for the analysis of the three body decay of a small polyatomic

molecule is highlighted.
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1. Introduction

The issue of a concerted chemical reaction has interested the community of

chemists for decades. Concertedness in this context means the breaking and making of

diŒerent chemical bonds in a single kinetic event, as opposed to a sequence of

individual reactions independently following each other. W hile the general existence

of concerted reactions cannot seriously be doubted, there has been some fundamental

disagreement in the past about the nature of such processes, especially in the ® eld of

organic chemistry [1, 2], triggered by the development of the theory of orbital

symmetry by Woodward and HoŒmann in 1969 [3].

A challenging aspect of this subject, which is directly accessible to experimental

investigation due to the relative simplicity of the studied systems, is three body

photodissociation, where a molecule ABC is excited by absorbing a photon h m at time

t
!

and subsequently decays into three particles A, B and C :

ABC ­ h m !
t
!

ABC* ! A ­ B ­ C. (1)

The use of A, B and C merely represents any ® nal fragments and does not imply that

these fragments are necessarily atomic. The simplicity of the system allows one to
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Photo induced three body decay 3

obtain insight into the dynamics of concerted bond-breaking in a molecule. Therefore,

the study of three body dissociation is of fundamental interest in the ® eld of reaction

dynamics. Apart from this fundamental aspect the results are important for

understanding complex reaction schemes that, for example, govern atmospheric

chemistry or combustion processes where the encounter of three collision partners is

essential for many reactions.

Accordingly, after a relatively long period where three body decays have been

regarded as a more or less exotic subject rarely ever touched, there has been a dramatic

increase in the number of such studies in the last few years, a process that seems to have

only just started if one takes into account the development of the last few months.

Therefore, the objective of this review is twofold. The ® rst aim is to compile and review

existing data on three body decays, which has never systematically been done before.

Secondly, we wish to present our own contributions to this interesting aspect of

dissociation dynamics, which we hope will stimulate further investigation related to

this tropic.

Since the discussion of concertedness has a long history, several phrases that have

been used for its description do not always agree, or worse, have been used

contradictorily. In this work we use the following expressions, based on terms that

were originally developed by Dewar [2]. According to this system a concerted decay

will take place in a single kinetic event as opposed to a sequential decay that is

characterized by a sequence of two independent dissociation steps where the decay of

AB is not in¯ uenced by forces from the ® rst fragment C. W e will de® ne the kinetic

event by a molecular time frame that manifests itself in the mean rotational period s
rot

of the primary intermediate decay product. Thus, a three body decay will be called

sequential if the time span D t ¯ t
#
® t

"
between the times t

"
and t

#
of the ® rst, resp. the

second bond cleavage is greater than the mean rotational period of the primary

fragment AB : D t & s
rot

, and equation (1) may be rewritten as :

ABC ­ h m !
t
!

ABC* !
t
"

AB* ­ C !
t
#

A ­ B ­ C. (2)

Here, the asterisks indicate particles which are internally excited above their

dissociation thresholds with respect to separation into ® nal ground state fragments. As

a consequence the orientation of the decaying primary fragment AB* at time t
#

carries

no memory of the orientation of the excited parent ABC* at time t
"

apart from

conservation of total angular momentum. The energy partitioning in the ® nal

fragments for a given set of quantum states is therefore governed by the conservation

laws only.

As D t becomes smaller than s
rot

, such a memory will be preserved, and the two

decay processes are no longer independent of each other. This poses a geometrical

constraint on the ® nal products, in addition to the conservation laws, and leads to an

energy partitioning in the fragments that is characteristic of the decay process. Thus,

even chemically identical products A, B and C, in identical quantum states that have

been generated via diŒerent decay mechanisms, are distinguishable by their energy

content and their spatial distribution, both of which are experimentally observable

physical properties.

Now consider a symmetric molecule ABA : As D t approaches zero, the energy that

is being transferred onto the products B ­ 2A will be identical for the two fragments

A : all bond-breaking processes take place in unison [2]. Such a process is the
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4 C . Maul and K .-H . Gericke

Table 1. Classi® cation for sequential, concerted, synchronous and asynchronous mechanisms.

The distinguishing criterion is the mean rotational period s
rot

of the intermediate

fragment. D t designates the time diŒerence between the two bond cleavages.

Three body decay process

D t } s
rot

" 1 Sequential
D t } s

rot
! 1 Concerted

D t } s
rot

¯ 0 Synchronous concerted

0 ! D t } s
rot

! 1 Asynchronous concerted

asymptotic limit of the general concerted decay discussed above for vanishing D t and

will be called the synchronous concerted mechanism in order to distinguish it from the

asynchronous concerted decay with 0 ! D t % s
rot

. The concept of synchronicity is not

limited to symmetric molecules and can easily be generalized to any molecule ABC,

provided the linear momenta transferred in the fragments A and C are identical.

Table 1 lists the vocabulary and de ® nitions used for describing three body

fragmentation processes. We will not use the terms `simultaneous ’ , `instantaneous ’ ,

or `stepwise ’ for the characterization of the decay process since these terms have been

used ambiguously before for distinguishing both between synchronicity and non-

synchronicity and between concertedness and non-concertedness.

Some authors suggest using the vibrational period rather than the rotational

period as the internal molecular clock for distinguishing between concertedness and

non-concertedness [4± 7]. The diŒerence in the conceptual approach is smaller than it

might appear at ® rst sight. In order to distinguish between one single and two

consecutive kinetic events one has to decide whether the second step is independent of

the ® rst one or if an in¯ uence from the departing ® rst fragment is still being felt at the

time when the second step takes place. In other words, the intermediate primary

fragment AB may be called stable only if it has existed for a (however short) period of

time without feeling the force of another particle C. The completion of a full rotation

of the intermediate AB is a better criterion for stability in this sense then relating to

vibrational or rotational periods of the intermediate that might not even be well

known. We suggest using the mean rotational period as the distinguishing criterion,

de® ned as the average time for completing a full rotation at a given rotational

excitation which, in fact, has been the working criterion in many of the multiple

photofragmentation studies. We prefer this criterion for a number of reasons. First,

since the rotational energy transfer is taken into account, the stability criterion

characterizes the fragmentation process rather than the intermediate particle AB as

such, which is more appropriate for studying the nature of multiple photodissociation.

Second, the stability criterion is related to an observable quantity rather than to a

calculated property that depends on the geometry and the structure of the

intermediate. Third, for polyatomic intermediate fragments the time diŒerence

between the diŒerent de® nitions becomes small due to the relatively long periods of the

low energy vibrational modes and signi® cant rotational excitation of the intermediate.

Fourth, in cases where diŒerent criteria have been used no contradictory results have

been obtained, even if the lifetime of the intermediate lies between its vibrational and

its rotational period [7, 8]. Fifth, apart from the more general considerations outlined

above, applying the vibrational criterion strictly leads to the classi® cation of most

asynchronous processes as being of intermediate rather than pure character [4] which

makes it doubtful whether it can serve as a good operating criterion.
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Photo induced three body decay 5

Regardless of whether the vibrational or the mean rotational criterion is thought

to be appropriate to classify a three body decay, the vibrational period serves to

illustrate the synchronous and asynchronous concerted mechanisms by decays via the

symmetric and the anti-symmetric stretching modes of a linear ABC parent molecule,

respectively [9]. In this picture the excitation of the symmetric stretching mode causes

both bonds A ± B and B± C to lengthen in phase, and both fragments will depart from

the parent at exactly the same time, D t ¯ 0, characteristic for a synchronous decay.

With the excitation of the antisymmetric stretching mode with vibrational period s
vib

the lengthening of one bond occurs together with contraction of the other. So the

oscillations in bond length are phase shifted against each other, in this simple picture

by 180 ° , and the second fragment will depart half a vibrational period later than the

® rst one, D t ¯ s
vib

} 2, which is characteristic for an asynchronous decay. If the bond

breaking itself is assumed to be an instantaneous process, then the energy transfer

must be diŒerent for the two fragments because of the diŒerent `collision partners ’ in

the respective half-collision processes at times t
"

and t
#
. One must bear in mind,

however, that this picture is oversimplifying the process, even when the vibrational

criterion is applied, and that the trajectories of the fragments on the potential energy

surface that governs the fragmentation will be signi® cantly more complex. Thus, the

symmetric and antisymmetric pathways appear to be the simplest examples for

synchronous and asynchronous concerted decays only.

Evidence of particles decaying into three fragments was found as early as the late

1920s, when the thermal and the light induced decomposition of azomethane [10, 11]

and acetone [12] were studied. The nature of the dissociation mechanism was even

addressed by indirect methods with respect to the appearance of stable intermediates.

More recently the direct investigation of three body decays has been made possible (a)

by the development of intense monochromatic light sources such as lasers and

synchrotron radiation that allow the deposition of a large and well-de® ned amount of

energy in a molecule ; and (b) by novel experimental detection schemes that allow the

direct observation of internal and kinetic energy distributions and spatial fragment

distributions. These physical properties are characteristic for the process by which the

fragments have been produced. Among these the most important scheme is

photofragment translational spectroscopy (PTS) [13, 14] and its re® nements [15, 16].

Another promising approach is coincidence measurements (photoelectron± photo-

ion± photoion coincidence : PEPIPICO) [17] although so far their application is

limited to the investigation of the dissociation of molecular ions and the detection of

nascent ionic fragments. The most direct observations that can be made for rapidly

dissociating systems have been performed in time-resolved picosecond or even

femtosecond experiments where the fragment build-up is directly monitored [18, 19].

The re® ned experimental procedures appeared alongside the development of a number

of theoretical models for describing various aspects of three body decays based on

kinematic and statistical analyses.

The ® rst part of this review, � � 2± 4, presents an overview of the most common

experimental procedures and theoretical models that have been used to study three

body decays, and of some of the most thoroughly investigated molecular systems. The

second part, � � 5 and 6, will summarize our own work, in which a kinematic model will

be presented that is based on the evaluation of fragment kinetic energy distributions

rather than angular distributions. Experimental results on the ultraviolet photo-

dissociation of phosgene will be presented. The analysis according to our model will

show that competing pathways are active, with the asynchronous concerted
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6 C . Maul and K .-H . Gericke

mechanism being the major fragmentation channel. Finally, the applicability of the

newly developed model will be discussed.

2. Experimental methods

In the sections below some typical experimental set-ups are described that are

commonly employed in order to obtain data characterizing three body decays. There

are numerous variations of these set-ups, and their applicability is by no means limited

to the investigation of three body decays. A number of dissociation techniques for

determining product state distributions have successfully been applied, e.g. laser

induced ¯ uorescence (LIF), resonance enhanced multiphoton ionization (REM PI),

coherent anti-Stokes Raman scattering (CARS), chemiluminescence, etc. ; but these

techniques will not be discussed in more detail in this work.

2.1. Photofragment translational spectroscopy

The PTS method was developed in 1970 by W ilson and co-workers [13] and yielded

for the ® rst time the possibility of directly observing fragment kinetic energy

distributions. In its original form it made use of a crossed laser± molecular beam

apparatus, connected to a mass spectrometer, consisting of an electron impact

ionization source, a mass ® lter and an ion detector in a ® xed geometry [13]. Later set-

ups have been improved by introducing the possibility of rotating either the mass

spectrometer [20] or the molecular beam source [21]. Neutral photofragments are

produced in the low pressure intersection region of the laser with the molecular beam

and will travel under collision-free conditions with the fragment velocity obtained in

the dissociation process, superimposed by the velocity of the molecular beam. The

fraction of the photofragments that passes the entrance of the mass spectrometer

becomes ionized and will be detected as a function of time of ¯ ight (TOF). The

measured fragment property is the laboratory frame particle velocity. The standard

PTS experiment is capable of detecting all fragment species, and the spatial anisotropy

can be explored by changing the angle of the detector with the molecular beam and the

laser polarization vector. The experimental set-up is blind, however, for product state

distributions, and spatial and energy distributions are necessarily averaged over all

product states. One has also to deal with signal contributions from the fragmentation

of molecular ions of higher mass(es) that might signi® cantly obscure the desired

data. Kinetic energy distributions are obtained by transferring the laboratory time

of ¯ ight data into the centre of mass system and ® nding the best distribution by the

forward convolution method [22 ± 24].

2.2. Resonance enhanced multiphoton ionization± time of ¯ ight

The two di� culties encountered in the PTS experiment can be circumvented by

state-selectively ionizing the neutral fragments at the place where they are born via a

resonant intermediate state with a second laser system [25, 26] and letting the ions

rather than the neutrals move towards the particle detector [27, 28]. The resonance

enhancement applies solely for a single selected state of the species under investigation,

thus providing state selectivity and absence of fragmentation contributions. Otherwise

the set-up is similar to the PTS experiment described above. The production of ions in

the interaction region yields the additional advantage of being able to make use of all

features provided by ion optical techniques. Applying an acceleration ® eld, for

instance, greatly enhances the number of particles incident on the detector, thus

increasing signal intensity and improving the signal to noise ratio. Information on the
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Photo induced three body decay 7

initial kinetic energy of a particle is then contained in the broadening of the respective

TOF mass peak. The measured quantity in this case is the laboratory frame velocity

component along the spectrometer axis instead of the velocity itself. Clearly, to obtain

the three-dimensional velocity distribution, experiments under diŒerent detection

geometries have to be performed.

Apart from the increased experimental eŒort, some other price has to be paid for

obtaining the desired features as described before. In general, not all fragments will be

accessible to observation, since an appropriate resonance state is required. Signal

intensity and } or temporal resolution may be aŒected due to the fact that the charged

particles are sensitive to space charge eŒects and stray ® elds. Data evaluation proceeds

in analogy to the PTS experiments as long as the particles are detected after drifting

with their initial velocity obtained in the dissociation process. If an acceleration ® eld

is applied the evaluation procedure has to be modi® ed accordingly. Variations are too

numerous to be listed here and depend on the type and geometry of the spectrometer

design used. An example is presented in � 6.

2.3. High Rydberg time of ¯ ight

A novel method that combines the advantages of PTS and REMPI± TOF is the

high Rydberg time of ¯ ight (HRTOF) method ® rst introduced by Welge and co-

workers in 1990 [15]. The resonance enhanced ionization is spatially and temporally

separated into two stages. A two-step excitation into a high-lying electronic Rydberg

state of the species under investigation, via a resonant intermediate state, is performed

in the interaction region. The ionization of the particle takes place later at the entrance

to the mass spectrometer by ® eld ionization. Thus, state selectivity and absence of

fragmentation contributions are guaranteed and combined with a superb temporal

resolution due to the insensitivity of the drifting particles to electrical perturbations.

A variation of this method has recently been reported by W odtke and co-workers who,

instead of exciting the fragments into a Rydberg state, resonantly populate a

metastable triplet state whose energy is su� cient to induce the emission of an electron

when the excited fragment hits the detector [29]. Both re ® nements of the REMPI± TOF

technique require highly sophisticated laboratory equipment, and their application is

even more limited with respect to the choice of appropriate particles than the standard

technique. The increase in temporal resolution that can be achieved with the two

methods described in this section has to be compared to the ultimately achievable

temporal resolution, which in photofragment spectroscopy is always limited by the

temperature of the parent molecules in the molecular beam and by the ratio of the

fragment masses [30]. In the light of this, both methods are ideally suited for observing

light fragments in light± heavy half-collision processes. As a consequence the HRTOF

method has so far only been applied for the detection of hydrogen and deuterium

atoms, respectively.

2.4. Photofragment imaging

In another modi® cation of the REMPI± TOF technique, pioneered by Chandler

and Houston [31], the standard particle detector is replaced by a position-sensitive

detector, e.g. by accelerating the electrons produced in a multichannel plate assembly

onto a scintillating screen, where the resulting photons are accumulated in time,

dependent on their position on the screen. Instead of measuring one velocity

component along the spectrometer axis by the temporal deviation from the centre of

the time of ¯ ight pro® le, the two velocity components perpendicular to the axis are

monitored simultaneously by the spatial deviation from the axis. If the experimental
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8 C . Maul and K .-H . Gericke

set-up is chosen such that the fragment distribution is rotationally symmetrical about

an axis perpendicular to the spectrometer axis, the three-dimensional velocity

distribution can be reconstructed by an Abel transform [32]. Whereas the latter

requirement imposes restrictions on the polarization of the light interacting with the

parent molecules as well as with the fragments, it yields very illustrative data on the

fragment kinetic energies, especially for anisotropic fragment distributions. An

extensive review of this method has recently been published [33].

2.5. Coincidence measurements (PEPIPICO )

The PEPIPICO method [17, 34 ± 38] makes use of coincidence measurements of

photofragments generated in the same dissociation event. So far, in the context of

molecular photofragmentation, it has only been applied to the fragmentation of

multiply ionized parent molecules. Light from a rare gas discharge lamp or

synchrotron radiation, usually with a photon energy of 20± 100 eV, is used to eject two

photoelectrons in the parent molecule, which subsequently decay into two fragment

ions and one neutral fragment. One of the photoelectrons is monitored and sets the

zero point for the time of ¯ ight measurement of the photoions in a standard

acceleration TOF spectrometer [39]. If both fragment ions are monitored, their

respective TOF can be correlated with each other giving rise to a two-dimensional

PEPIPICO spectrum. The magnitude of the ¯ ight time T for each ion identi® es its

mass, whereas the deviation D T of the ¯ ight time T from its nominal value T
!

(for an

ion initially at rest) gives the initial momentum component p
sp

of the ion along the

mass spectrometer axis, D T C p
sp

. If the velocity projections onto the spectrometer

axis of two fragments have been measured, the corresponding component of the third

particle is unambiguously determined by the conservation of linear momentum.

If the ¯ ight times T
A

and T
B

of pairs of ions A+ and B+ are accumulated and plotted

against each other, the contour of the peak is determined by the correlation of the

momentum components p
sp, A

and p
sp, B

. If a two body decay is investigated, it is

obvious from momentum conservation that the two momentum components must be

of equal magnitude and opposite sign, so the observed contour will be a straight line

with negative unit slope centred around the time pair (T
! ,A

, T
! , B

). The length of the line

re¯ ects the maximum ¯ ight time deviation, which depends on the energetics of the

process, and is therefore determined by the conservation of energy. If a third fragment

has to be taken into account, as is the case for a three body decay, energy and

momentum conservation allow for a certain area in the TOF correlation diagram. Any

speci® c contour or speci® c slope for the correlated TOF data therefore re¯ ects

restrictions imposed onto pairs of momentum components by the dissociation

mechanism. For a synchronous concerted decay a characteristic oval contour is

expected, whereas for a sequential decay with zero energy release in the second step a

narrow bar will be observed with a negative slope given by the ratio of the mass of the

observed fragment to the mass of the intermediate [5]. Analysing the observed peak

contours with respect to their shapes and slopes and comparison to the predictions of

dissociation models therefore yields information on the dynamics of the process [4,

40].

A most promising re® nement of the PEPIPICO technique, although not yet

implemented in reality, is the replacement of the conventional particle detector by a

position sensitive detector [17]. Thus, instead of one momentum vector component,

the complete momentum vector could be determined, one component from the time

deviation D T , as before, and two by the position monitoring.
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Photo induced three body decay 9

3. Theoretical methods

The general procedure for the analysis of a two body decay according to

XY ­ h m ! X ­ Y (3)

is based on the evaluation of the energy balance in the centre of mass frame of the

parent molecule XY :

E
av

¯ E
int

(XY) ­ h m ® E
diss

(X ± Y) ¯ E
int

(X) ­ E
kin

(X) ­ E
int

(Y) ­ E
kin

(Y), (4)

where the E
int

are the internal energies of the parent molecule and of the fragments

prior to and after the decay, respectively, E
kin

are the kinetic energies of the fragments,

h m is the photon energy, and E
diss

is the dissociation energy of the parent. The available

energy E
av

is given by the sum of the well-characterized quantities on the left-hand side

of equation (4). Observing the fragment X by a state-selective, kinetic energy sensitive

method yields E
int

(X) and E
kin

(X), leaving E
int

(Y) and E
kin

(Y) as unknown quantities,

which are unambiguously determined by the conservation laws for linear momentum

and energy. It is not important whether fragment X or fragment Y is observed. Thus,

performing such an experiment on either fragment from reaction (3) yields the

complete information about all quantities in equation (4), and therefore provides a

complete view of the dissociation process.

Analysing the three body decay (1) equivalently, one has to deal with two

additional terms, E
int

(C) and E
kin

(C), on the right-hand side of the energy balance

equation :

E
av

¯ E
int

(A) ­ E
kin

(A) ­ E
int

(B) ­ E
kin

(B) ­ E
int

(C) ­ E
kin

(C). (5)

Performing the same experiment as for the two body case again yields two energy

values, e.g. E
int

(A) and E
kin

(A), but now one is left with four unknown quantities on

the right-hand side of equation (5), only two of which are determined by the

conservation laws. Therefore, contrary to the situation encountered for two body

decays, one is confronted with the fact that the kinetic equations describing the

fragmentation process are underdetermined. If no additional experimental infor-

mation is obtained, eg. via coincidence measurements, one has to introduce

dissociation models or make assumptions about partial or complete energy re-

distribution in the parent molecule prior to its decay.

3.1. Kinematic analysis

A common analysis of experimental data is based on a formalism of Herschbach

[41, 42] that was originally developed for interpreting crossed molecular beam

experiments. The aim was to understand the spatial fragment distribution in the centre

of mass system of a long-lived collision complex with respect to the relative velocity

vector of the reactants. In multiple photodissociation an analogous situation is

encountered in the case of a sequential decay mechanism, characterized by equation

(2), with the long-lived intermediate primary fragment AB* replacing the collision

complex and the velocity vector v
AB

replacing the reactants’ relative velocity vector.

The ® rst application of this formalism to a multiple photodissociation problem was

performed by Kroger and Riley in 1977 [43, 44]. Their analysis is subject to a

restriction concerning the orientation of total angular momentum of the intermediate

AB* in that it is con® ned to the plane perpendicular to the velocity vector. The spatial

fragment distributions for various cases have been rigorously treated in a series of

publications by Grice and co-workers [45 ± 49] and were recently reviewed [50].
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10 C . Maul and K .-H . Gericke

A general feature of the spatial fragment distribution d r } d X after a sequential

decay is the forward± backward symmetry :

d r
A

d X
( h

A
) ¯

d r
A

d X
( h

A
® p ), (6)

where d r
A
} d X ( h

A
) denotes the signal intensity of the fragment A at an angle h

A
of the

velocity vector v
A

of fragment A in the centre of mass frame of the intermediate AB

with the laboratory velocity vector v
AB

of the intermediate AB itself. Since momentum

conservation requires that h
A
­ h

B
¯ p , the treatment of fragment B proceeds

analogously, and nothing new can be learned by analysing the spatial distribution of

B. Therefore in the following discussion we will restrict ourselves to looking at

fragment A only and thus omit the subscript A. W e will also follow the common

convention of not explicitly expressing the dependence of the spatial fragment

distribution on the azimuth angle u . One must bear in mind, however, that the

diŒerential cross-section d r } d X ( h ) actually means the signal intensity for a ® xed value

of u when observing an ensemble of particles. W e will denote this quantity as the

scattering angle distribution as opposed to the decay angle distribution as de® ned

below in equation (7). The use of the scattering angle de® nition gives rise to the so-

called glory eŒect [51] : signal accumulation in the forward and backward direction.

Apart from the transformation from laboratory to centre of mass coordinates this is

the quantity observed in a PTS experiment as described above, if the signal is

integrated in time. The signal intensity d r } d h ( h ) for all values of u that will be used in

the analysis in the second part of this work will be denoted for f h ( h ), the decay angle

distribution, and is given by the integral :

f h ( h ) ¯
d r

d h
( h ) ¯ & #

p

!

d r

d X
( h , u ) sin h d u , (7)

which in the case of a symmetrical spatial distribution with respect to the intermediate

velocity vector v
AB

becomes

f h ( h ) ¯ 2 p sin h d r } d X ( h ). (8)

Note that no glory eŒect is observed for f h ( h ) ¯ d r } d h ( h ). The explicit form of the

spatial distribution d r } d X ( h ) depends, other than the forward± backward symmetry

which is always present, on the orientation of the total angular momentum vector J
AB

with respect to the velocity vector v
AB

of the intermediate AB, as described by the

© v
AB

[ J
AB

ª vector correlation [52]. For a purely isotropic decay, characterized by an

equal probability for every possible orientation of J
AB

with respect to v
AB

, i.e.

© v
AB

[ J
AB

ª ¯ 0, the distribution d r } d X ( h ) will not show any dependence on the angle

h :
d r } d X ( h ) ¯ const., © v

AB
[ J

AB
ª ¯ 0. (9)

A positive © v
AB

[ J
AB

ª correlation indicating a preference for a parallel alignment of

J
AB

with respect to v
AB

will cause the distribution d r } d X ( h ) to show a maximum at h

¯ p } 2 with minima in the forward and backward directions, whereas a negative

© v
AB

[ J
AB

ª correlation will manifest itself in forward± backward peaking of d r } d X ( h )

with a minimum at h ¯ p } 2 [50]. The latter case is often dealt with in reaction

dynamics, not only in crossed molecular beam studies [41, 42], but also in photo-

dissociations that produce an atomic fragment in the ® rst step, which does not carry

any angular momentum or that proceed in the impulsive limit [53] for other reasons.

The impulsive dissociation should be understood as a process where an instantaneous
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Photo induced three body decay 11

bond cleavage takes place, with forces acting between the two adjoining atoms only,

while any other atoms remain spectators. Thus, nuclear rotation is generated with an

angular momentum vector perpendicular to the recoil velocity vector of the molecule,

and the inferred internal energy is determined by the mass ratio of spectators to actors.

The signi® cance of this case has led to the following considerations. If the J
AB

vector

is strictly constrained to lie within a plane of perpendicular orientation with respect to

the velocity vector v
AB

, then in the classical limit without explicit u dependence the

fragment distribution is given by

d r

d X
( h ) ¯

1

4 p # sin h
, J

AB
v v

AB
. (10)

An intermediate case between the strictly perpendicular and the isotropic cases

may be approximated by combining expressions (9) and (10) to yield

d r

d X
( h ) ¯

1

2
3

4

const. ¯ c 0 ! h ! h *, p ® h * ! h U p

c
sin h *

sin h
h * % h % p ® h *

© v
AB

[ J
AB

ª ! 0 (11)

where c is a normalization constant. This expression has been widely used in analysing

three body decays from the very beginning of kinematic analysis [43, 44] to date [54].

The parameter h * can be used to estimate the orientation of J
AB

with respect to v
AB

,

where h * ! p describes the isotropic limit, whereas the perpendicular limit is realized

for h * ! 0. Although the assumption of a negative © v
AB

[ J
AB

ª correlation is not

justi® ed in general, it seems reasonable to use expression (11) as a trial distribution, if

it yields good agreement between observed and calculated fragment distributions.

Besides determining the parameter h *, expression (11) can be used to verify if the

dissociation proceeds via a long-lived intermediate. If this were not the case, then the

forward± backward symmetry which is characteristic for a sequential decay mechanism

regardless of the speci® c form of d r } d X ( h ), would not be observed. A failure in

achieving a satisfactory agreement between the observed and the calculated spatial

fragment distributions on the basis of expression (11) may therefore be evidence of a

concerted decay mechanism.

3.2. Statistical unimolecular decay

If the excited molecule ABC* lives for a considerable period of time before

breaking apart, i.e. if its energy can be completely redistributed into all available

degrees of freedom, then the statistical theory of unimolecular decay [55, 56] can be

used to describe the decay of ABC* into the ® nal fragments A, B and C [57]. The

advantage of this approach is that under favourable conditions the observation of the

mean kinetic and internal energies of the ® nal products is su� cient to determine the

fragmentation mechanism.

The decay is characterized by a temperature parameter b ¯ 1 } kT according to the

following considerations. For a statistical decay the available energy E
av

, as de® ned in

equation (4), is equipartitioned into the product degrees of freedom :

E
av

¯
1

2 b
[3(f ® 1) ­ R ­ 2V ® N ], (12)

where f denotes the number of fragments and R and V are the rotational and

vibrational degrees of freedom, respectively. N accounts for a reduction in the
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12 C . Maul and K .-H . Gericke

translational and rotational degrees of freedom for a decay into two or three fragments

due to conservation of angular momentum and vanishes otherwise. The fractions f
trans

,

f
rot

and f
vib

(0 % f
i
% 1) of the available energy that are channelled into translational,

rotational and vibrational energy are easily calculated from equation (12) by counting

the respective degrees of freedom.

If a three body decay (f ¯ 3) proceeds in concerted manner, R and V have to be

determined with respect to the three ® nal fragments A, B and C. The process will be

characterized by a single temperature parameter b with E
av

de® ned as the diŒerence

between the photon energy h m and the dissociation energy E
diss

(A ± B ± C) that is

necessary to separate the ground state parent ABC into the ® nal ground state

fragments A, B and C, E
av

¯ h m ® E
diss

(A ± B ± C), if the internal energy of the parent

prior to the decay is negligibly small.

For a sequential decay the description is qualitatively diŒerent. According to

reaction (2), two separate dissociations, each one into two fragments (f
"

¯ f
#

¯ 2),

have to be considered :

step 1 : ABC* !
t
"

AB* ­ C (13 a)

step 2 : AB* !
t
#

A ­ B. (13 b)

Each step is characterized by the respective degrees of freedom R
i
and V

i
(i ¯ 1, 2), by

the appropriate value for the available energy E
av, i

and by a resulting individual

temperature parameter b
i
. The available energy for the ® rst step is analogously de® ned

as in the case of a concerted decay with E
diss

(A ± B ± C) replaced by the dissociation

energy E
diss

(AB± C) that is necessary to produce the ground state intermediate AB and

the ground state ® nal product C :

E
av, "

¯ h m ® E
diss

(AB± C). (14 a)

The available energy for the second step is a result of the energy equipartitioning

of the ® rst step and is calculated from the diŒerence between the internal excitation

E $AB
¯ E

rot
(AB) ­ E

vib
(AB) of the intermediate AB and the dissociation energy

E
diss

(A ± B) that most be provided to separate the ground state intermediate AB into

the ground state ® nal products A and B :

E
av, #

¯ E $AB
® E

diss
(A ± B). (14 b)

It is evident that the two procedures will yield diŒerent results for the translational

as well as for the internal excitation of the ® nal fragments. If, therefore, a three body

decay is known to proceed statistically, then knowledge of the mean kinetic and

internal energies may be su� cient to distinguish between a concerted and a sequential

decay mechanism. This method has, for example, been applied to the multiphoton

multifragmentation of benzene [58], for which a concerted dissociation of a

superexcited molecule can be ruled out, and to the dissociation of ionic molecular

clusters [59].

3.3 M aximum entropy analysis

The idea of this analysis [9, 60] is to determine the most likely joint probability

distribution P
j
(q

A
, q

B
, q

C
) that is consistent with the observed experimental data by

maximizing the entropy of P
j

by information theoretic techniques [61 ± 63]. q
A

is a

shorthand notation for the electronic state, the vibrational state, the rotational state

and the kinetic energy content of fragment A. q
B

and q
C

are de® ned analogously. The

joint probability distribution is a matrix, the dimension of which depends on the
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Photo induced three body decay 13

number and on the nature of the fragments and contains information on the chance

that fragment A in the speci® c state q
A

will coincidently be generated with fragment B

in state q
B

and fragment C in state q
C
. Needless to say the joint probability distribution

P
j
is the ultimate datum that can be determined in reaction dynamics, since it contains

virtually all information about the products of a reactive process. Nevertheless, its

complexity prohibits the desirable direct experimental observation, although progress

has been made in directly determining subdomains of P
j

by experiment [29, 64 ± 66].

This complexity is signi® cantly reduced by replacing the fully quantum state resolved

joint probability distribution P
j
by the three-dimensional total energy joint probability

matrix P !j
(EA

tot
, EB

tot
, EC

tot
) that determines the probability of the coincident occurrence of

three speci® c values of total fragment energies rather than the coincident occurrence

of a set of speci® c quantum numbers for all fragments. E
tot

is de® ned as the sum of all

possible energy forms (electronic, vibrational, rotational and translational) of one

fragment : E
tot

¯ E
el

­ E
vib

­ E
rot

­ E
trans

.

Once the most likely joint probability distribution has been determined from the

experimental observations [67 ± 70], all fragment properties that have not been

experimentally observed may be predicted by a suitable projection method. Among

them the angular fragment distribution f( h ) ¯ d r } d h ( h ) can be obtained, the

knowledge of which in turn allows the discrimination of a sequential mechanism

against a concerted one.

A maximum entropy analysis has been successfully performed for a number of

multiple photodissociation events, among them the fragmentation of phosgene [71],

carbon suboxide [9], s-tetrazine [9] and acetone [9, 72]. Although the conservation of

angular momentum is not incorporated in the formalism, the maximum entropy

analysis yields good agreement with the mechanisms determined by diŒerent methods.

The reduction of the fully quantum state resolved joint probability distribution P
j

to

the total energy joint probability matrix P !j
is not always justi® ed, however, and must

be employed with some caution [72].

4. Applications to some molecular systems

There have been manifold applications of one or more of the above presented

experimental and theoretical methods to molecular systems that decay upon

irradiation into more than two fragments. In general every molecular system consisting

of at least three atoms may exhibit such a behaviour, if enough energy is deposited into

the parent. In this work we will focus on near-threshold three body decays and will

therefore not consider systems for which the energy of the photon inducing the

dissociation process is by one or several orders of magnitude larger than the energy of

the bonds that are to be broken. Since the energy of a chemical bond lies in the range

of several electron volts, usually light in the ultraviolet (UV) or in the vacuum

ultraviolet (VUV) spectral region will su� ce in order to start a near-threshold three

body decay. There will be one exception, however : the soft X-ray double photo-

ionization of molecules followed by the disintegration of the molecular ion. We feel

that the coincidence measurements, employing this excitation scheme, are also a very

powerful and promising tool for near-threshold systems. In fact, one such application

has very recently been accomplished ( � 4.5) [73]. The experimental data presented in

this section are compiled in table 2 for quick reference.
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16 C . Maul and K .-H . Gericke

4.1. Azomethane Ð the asynchronous concerted case

To our knowledge azomethane was the ® rst molecule for which a three body decay

was found to occur, from experimental evidence as early as 1929 [11]

H
$
C± N

#
± CH

$
! 2 CH

$
­ N

#
. (15)

The endothermicity for reaction (15) originating from the azomethane S
!

ground

state is 12 040 cm Õ " . Another 5425 cm Õ " are required for the formation of the CH
$
N

#
intermediate, the decay of which into the ® nal products proceeds via a barrier with an

estimated height of less than 850 cm Õ " . Both sequential and concerted pathways are

therefore energetically accessible after p * " n excitation of the S
"

state of azomethane

in the near UV region.

By comparing the heats of activation for diŒerently substituted azoalkanes,

Ramsperger was able to propose a concerted three body decay without formation of

a stable intermediate CH
$
N

#
[11]. For reasons of exactness we mention at this point

that these experiments referred to thermal decomposition rather than to photo-

decomposition, which had been dealt with in an earlier experiment [10], although not

under the aspect of multiple dissociation. As internal conversion into the electron S
!

ground state takes place after photoexcitation of azomethane into the S
"

state, this

distinction should become insigni® cant. An extensive review of the early work on the

decomposition of azoalkanes was given by Engel in 1980 [74].

Surprisingly in view of this history, azomethane has recently become a subject of

renewed interest in the nature of its photodecomposition, as the question of the

mechanism underlying the fragmentation has again been raised by contradictory

experimental evidence. In a series of nanosecond time-resolved experiments, empl-

oying coherent anti-Stokes Raman scattering, Weisman and co-workers monitored

product build-up times and vibrational and rotational state distributions of both CH
$

and N
#

fragments in the 355 nm photodissociation of azomethane [75 ± 78]. From their

observations they postulated a sequential decay mechanism that rapidly originates

from the excited S
"

potential energy surface and produces a long-lived methyldiazenyl

(CH
$
N

#
) intermediate. Lee and co-workers performed a PTS experiment dissociating

azomethane at 351 nm [79], in which they observed a pronounced bimodal kinetic

energy distribution for the methyl fragments, but were not able to observe

methyldiazenyl nor any spatial anisotropy in the fragment distributions. The latter

result led them to conclude that the lifetime of the photoexcited parent molecule is

substantially longer than its rotational period. While the bimodality of the kinetic

energy distribution in the methyl fragments is evidence against synchronous

concertedness, modelling the distribution of the basis of a sequential mechanism

resulted in violating forward± backward symmetry. Therefore they further concluded

that the mechanism is of asynchronous concerted type with the second dissociation

step being rapid and the ® rst one being slow. Recent ab initio calculations [80] support

this view, as well as experiments with more energy deposited into the parent by

photodissociating at a wavelength of 193 nm, where the process is undoubtedly

concerted [54]. The bimodality in the methyl kinetic energy distribution vanishes, and

a synchronous mechanism might even be operative. Although the molecule has more

than a 65 year history in three body photodissociation studies, research on this topic

has not yet come to an end.
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Photo induced three body decay 17

4.2. Acetone Ð the sequential case

The history of photodecomposition studies on acetone is almost as long as for

azomethane and dates back to 1934, when Norrish and co-workers postulated a three

body decay upon irradiation in the ® rst absorption band [12]. The early photochemical

work on acetone has been reviewed by Lee and Lewis [81]. The absorption spectrum

of acetone [82, 83] consists of an unstructured continuum in the near ultraviolet

extending from 220 nm to 320 nm which is due to the p * " n excitation into the S
"

state. A second, structured absorption band extends below 220 nm into the VUV and

is associated with the 3s " n excitation into the predissociating S
#

Rydberg state (84,

85]. The threshold wavelength for three body decay is 301 nm although a barrier in the

three body exit channel causes three body decay to begin at wavelengths below 283 nm

only [86]. At 248 nm the three body decay accounts for 30 % of the total dissociation

events [8]. The domain of three body decay of acetone is photon absorption into the

second continuum, however. End product analysis [82, 87] proved a unity quantum

yield for the reaction
(CH

$
)
#
CO ­ h m ! 2 CH

$
­ CO (16)

at dissociation wavelengths below 200 nm. These results were con® rmed by the failure

to observe acetyl (CH
$
CO) in a millisecond time-resolved absorption spectroscopy

experiment [88]. While these studies could not yet answer the question for the

decomposition mechanism, subsequent work in which product state distributions were

determined by monitoring infrared emission of vibrationally excited fragments led to

ruling out the synchronous concerted mechanism due to the large rotational excitation

of the CO molecule [89, 90]. The authors argued that for a synchronous decay the

angular momenta inferred onto the CO molecule by the departure of the methyl

fragments tend to cancel each other. Indeed it appears very di� cult, although not

impossible, to explain the observed high rotational excitation of the CO molecule with

a signi® cant excitation of the out-of-plane bending modes in the parent molecule

within a synchronous decay mechanism. The results of a re® ned experiment that

allowed the direct observation of the fragments in their vibrational ground states by

vacuum ultraviolet laser induced ¯ uorescence (VUV LIF) (for CO) and REMPI (for

CH
$
) con® rmed the earlier results [91] and could neither be explained on the grounds

of statistical models [92 ± 94] or by a synchronous concerted mechanism, or by a

sequential decay with a rapid impulsive ® rst step. The observed average kinetic energy

of the CO fragment obtained from VUV LIF Doppler pro® le analysis [95] is much too

large to be consistent with the predictions of the statistical methods, whereas for the

synchronous mechanism, apart from less rotational excitation of the CO fragment, a

higher kinetic energy for the methyl fragment and a lower kinetic energy for the CO

fragment would be expected than those observed in the experiment. A similar analysis

for a sequential decay with a rapid impulsive ® rst step gives rise to inconsistency with

the experiment in that the observed average methyl kinetic energy is too low. From

these considerations and from a subsequent maximum entropy analysis [9] the authors

concluded that the dominant mechanism should be considered to be asynchronous

concerted with a mild preference only for the two methyl fragments to recoil in the

same direction, thus actually constituting an intermediate case between concertedness

and sequentiality. Later Hall and co-workers reinvestigated the acetone system by

time-resolved diode laser absorption and gain spectroscopy in order to more

completely determine the CH
$

internal state distribution than had been possible by the

REMPI± TOF technique and found the methyl fragments to be vibrationally hotter by

a signi® cant amount than had been observed before [72]. They also reanalysed the
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18 C . Maul and K .-H . Gericke

experimental results by the maximum entropy method with a less severe approxi-

mation than the reduction of the joint probability matrix P
j
to total fragment energies.

From their analysis they characterized acetone three body fragmentation to be purely

sequential with a non-impulsive ® rst fragmentation step.

So far, none of the experiments had especially been designed to address the nature

of the three body decay. Only very recently was one such experiment performed by Lee

and co-workers [8], con® rming the results obtained before by more indirect methods.

The kinetic energy distributions of all fragments were observed in a PTS experiment

at dissociation wavelengths of 193 nm and 248 nm. Single TOF peaks for all fragments

were observed, an experimental result hinting at a synchronous concerted dissociation

when two chemically identical fragments are generated. However, an attempt to

simulate the observed data on the basis of a synchronous decay mechanism failed.

Thus, an asynchronous mechanism must operate that generates similar kinetic energy

distributions for the two methyl fragments. By comparison with the kinetic energy

data from the photodissociation of various acetyl halide compounds [43, 96] they

concluded that a fully sequential mechanism is operative. They interpret their data

successfully with what they call the barrier impulsive model, where the energy

contained in the intermediate fragment is divided into a portion equal to the barrier

height in the exit channel, which is impulsively distributed onto the ® nal fragments,

and a second portion exceeding the barrier height, which is statistically distributed

among all degrees of freedom of the ® nal products. A similar behaviour has been

found for the three body photodissociation of s-tetrazine ( � 4.3) [97]. Although no

results are presented on the lifetime of the parent molecule, the failure to observe any

anisotropy in the spatial fragment distribution supports the view that the ® rst bond

cleavage (CH
$
± CH

$
CO) is not impulsive in character.

In addition to the studies of acetone photodissociation via the S
#

state discussed

above, Zewail and co-workers recently investigated the photodissociation of acetone

and its deuterated analogue in real-time by a femtosecond experiment with impressive

temporal resolution, employing two-photon absorption into the 4s " n Rydberg state

of (CH
$
)
#
CO at 280 nm and 307 nm [7]. They observed a fast decay of the parent and

an equally fast build-up of the CH
$
CO intermediate with a time constant of C 50 fs,

followed by a slower decay of the intermediate in the time range of 500 fs. Due to the

higher available energies (the equivalent one-photon wavelengths would be 140 nm

and 153 ± 5 nm, the ® rst one almost doubling the 193 nm value for the available energy)

the results do not directly compare to the data discussed above. However, apart from

the authors’ assumption of an impulsive ® rst step, which implies for the ® rst CH
$

fragment a correspondingly low internal energy that is not observed in the S
#

dissociation, the picture of a sequential decay remains basically unchanged. The exit

channel barrier discussed in some detail by Lee and co-workers [96] seems to be of

negligible in¯ uence at these high energies.

Thus, as is also the case for azomethane, there is renewed interest in the three body

photodissociation of acetone, making the molecule subject to recent investigation on

the nature of the process.

4.3. s-TetrazineÐ the synchronous concerted case

The photodecomposition of s-tetrazine into a nitrogen and two hydrogen cyanide

molecules in their respective ground states :

C
#
N

%
H

#
" N

#
­ 2 HCN, (17)
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Photo induced three body decay 19

is exothermic by 20 160 cm Õ " and requires a comparatively low activation energy of

16 450 cm Õ " . Su� cient energy to overcome the activation barrier may be deposited

into the system by exciting the " B
$ u

(S
"
) state, which lies 18 130 cm Õ " above the " A

g
(S

!
)

ground state, corresponding to a p * " n excitation at wavelengths below 551 ± 6 nm.

The three body photodissociation was ® rst proposed by Hochstrasser and King [97]

and has later been con® rmed by numerous experimental [98 ± 104] and theoretical [9,

105] investigations. Contrary to earlier observations [100] no bimodality in any one

fragment kinetic energy distribution in the photodissociation of s-tetrazine has been

observed [97] in PTS experiments at 248 nm and at 551 nm, corresponding to initially

exciting the " B
# u

and the " B
$ u

states, respectively. The authors developed a kinematic

model, calculating the kinetic energy distributions from the geometry of the recoiling

fragments, taking into account conservation of linear momentum and energy, which

led them to propose a concerted decay mechanism. The most probable angles of the

recoil direction of the fragments with respect to each other, and the width of this

angular distribution, served as parameters to ® t the model to the experimental data.

They obtained a symmetric geometry for the transition state with decreasing

HCN ± HCN recoil angle for increasing energy of the photolysing photon. From the

similarity of the fragment kinetic energy distributions at the diŒerent photolysis

wavelengths they concluded that both dissociation events proceed on the same

potential energy surface of the electronic " A
g

ground state after internal conversion

from the respective initially excited states, with the mean fragment kinetic energy

re¯ ecting the barrier height in the exit channel [105]. The HCN± HCN recoil angle

decrease is ascribed to a strong HCN± HCN repulsion which is likely to distort the

transition state geometry more easily if more excess energy is deposited in the parent

molecule. An attempt to interpret these observations on the basis of a sequential decay

mechanism was unsuccessful in that the velocity vectors of the second step would have

to be strongly correlated in order to reproduce the observed data, which by de ® nition

cannot be the case for a sequential decay. The internal conversion from the initially

excited potential energy surface is fast compared to the subsequent three body

dissociation at either wavelength and, thus, there is su� cient time to redistribute the

energy before the bond breaking takes place. The observation of an anisotropic

fragment angular distribution in the photodissociation at 248 nm, however, is evidence

of a drastically reduced lifetime of s-tetrazine after internal conversion to the ground

state. RRKM calculations suggest a decrease in lifetime from 50 ns at an excitation

wavelength of 551 nm to less than 1 ps at an excitation wavelength of 248 nm. Very

cold fragment vibrational state distributions of N
#

and HCN have been monitored by

synchrotron radiation photoelectron spectroscopy [99] and agree closely with the

® ndings of Zhao et al. [98] in that the only signi® cantly populated vibrational

excitation is the HCN bending mode. A maximum entropy analysis [9] resulted in

proposing not only a concerted, but also a synchronous, mechanism which is fully

consistent with the experimental observations.

4.4. Other molecular systems

In this section we will consider some molecules exhibiting three body decay, either

because of their fundamental simplicity or their abundance in everyday life and } or in

chemical laboratories, because of their historical importance in three body decay

studies or because of their importance with respect to their role in reaction chains.

The ® rst group includes molecules such as water, ozone and ammonia. Direct or

indirect evidence for the occurrence of three body decays has been observed in detail
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20 C . Maul and K .-H . Gericke

for the following dissociation processes : the photodissociation of water at 121 ± 6 nm

[106, 107], ozone at 193 nm [108], ammonia at 121 ± 6 nm [107], carbon suboxide (C
$
O

#
)

at 157 nm [109], thionyl chloride (SOCl
#
) at 193 nm and 248 nm [110 ± 113] and

dimethyl sulphoxide (SO(CH
$
)
#
) at 193 nm [114]. This list does not aim to be complete,

but seeks to demonstrate the large bandwidth and the abundance of molecular systems

exhibiting three body decay. For some of the reactions mentioned above the three

body channel is of minor importance and has only been considered in order to explain

deviations from the expected behaviour of the system producing two fragments. Since

the three body decay has not been the focus of the investigation, none or only scarce

data are available on the dynamics of this channel. A wealth of information is waiting

to be gathered for these systems.

In the second, historical, group, we will consider, in the chronological order in

which the results were published, the three body decays of various metal dimethyl

compounds, of acetyl iodide (CH
$
COI) and its ¯ uorinated analogue tri¯ uoroacetyl

iodide (CF
$
COI), and of glyoxal (H

#
C

#
O

#
).

Some of the earliest work on three body photodissociation was inspired by a

photofragment imaging experiment on the dissociation of cadmium dimethyl

(Cd(CH
$
)
#
) [115], in which the authors reported a three body decay via the asymmetric

stretching mode of the parent molecule. A number of later publications have

addressed the same or similar systems (in general Me(CH
$
)
#

with Me ¯ Cd, Hg, Zn),

by performing trajectory calculations or chemiluminescence experiments monitoring

the fragment internal state distributions [116 ± 119]. Although the applied models are

very simple due to the con® nement to linear geometries, these early investigations have

attracted the attention of scientists to the issue of three body decay.

The investigation of a three body decay focused on the dynamics of the process for

the ® rst time in the PTS experiments of Kroger and Riley on the photodissociation of

CH
$
COI [43] and CF

$
COI [44]. The results that they derived from the data of the

266 nm photodissociation of CH
$
COI were interpreted as due to a sequential decay

mechanism via a highly internally excited, long-lived intermediate CH
$
CO particle :

CH
$
COI ­ h m ! CH

$
CO* ­ I ! CH

$
­ CO ­ I. (18)

Their analysis was carried out according to the kinematic procedure described in

� 3.1, employing an angular distribution according to equation (11). Their results were

con® rmed by the satisfactory agreement with the predictions of a statistical model

based on the unimolecular decay of the intermediate CH
$
CO. The observed anisotropy

in the angular distribution of the ® nal fragments was found to result from the ® rst step

in the sequential mechanism, implying that this step is fast compared to the rotational

period of the parent molecule. The anisotropy is consequently carried over onto the

® nal fragments, in¯ uencing the heavy and therefore slow CO fragment to a higher

degree than the lighter and faster CH
$
. In order to verify the mechanism by

complementary data, the authors performed the same experiment on the ¯ uorinated

species CF
$
COI. The anisotropy behaviour should have been reversed when

substituting the light hydrogen atoms in the methyl group by heavy ¯ uorine atoms,

because the higher mass should have reduced the speed of the CF
$

fragment to lower

values than the speed of the CO fragments, thus giving rise to a more pronounced

anisotropy for CF
$

than for CO. The expected anisotropy change has, however, not

been observed at allÐ on the contrary, the angular distribution of the corresponding

fragments was virtually unchanged. The kinematic analysis on the basis of a sequential

decay mechanism was no longer applicable, and the authors concluded that the
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Photo induced three body decay 21

substitution of methyl by tri¯ uoromethyl changed the reaction mechanism from

sequential to concerted :

CF
$
COI ­ h m ! CF

$
­ CO ­ I. (19)

This change might be due to a fast rotational predissociation of CF
$
CO due to its large

moment of inertia giving rise to large rotational excitation. This unexpected behaviour

demonstrates the complexity of three body decays and illustrates that the kinematic

model described in � 3.1 is applicable only for a sequential decay process and fails to

correctly describe the concerted mechanism.

As is the case of the three molecules that were discussed in some detail in the

preceding sections, some very recent experiments have investigated the three body

decays of the acetyl halides CH
$
COCl [120 ± 122] and CH

$
COBr [123]. The remarkable

photofragment imaging experiments of Hess and co-workers have yielded the most

complete set of experimental data for a three body decay to date. All studies agree in

proposing sequential decay mechanisms similar to the one presented above for the

CH
$
COI molecule.

Although the photochemistry of glyoxal (H
#
C

#
O

#
) had been addressed very early

[124, 125], what makes the molecule unique in the context of this work is a theoretical

investigation [126, 127] explaining earlier experimental results [128] by the con-

tribution of the concerted three body decay according to

H ± CO ± CO± H ­ h m ! H
#
­ 2 CO, (20)

which was designated the `triple whammy ’ . The authors calculated a planar transition

state on the electronic ground state potential energy surface that leads to the

synchronous formation of two CO molecules and one H
#

molecule from the

terminating H atoms via a bending mode. Inspired by this work Lee and co-workers

were able to identify the contribution of this channel to be 28 % as compared to the

main dissociation channel (65 %) leading to H
#
CO ­ CO [129]. These ® ndings have

been con® rmed in a later experiment monitoring the internal state distributions of the

CO and H
#

fragments [130].

The third group deals with the photodecomposition of pure and halogenated

alkane and alcohol compounds. The nature of these photodissociation process is not

only of interest for the physical chemistry researcher, but also bears consequences for

the composition of the atmospheres of distant moons and planets, as far as methane

is concerned, and, for whom this might still not seem `important ’ enough, for changes

in the composition of the atmosphere of our own planet, as far as chloro¯ uorocarbons

(CFCs) and related compounds used as aerosol propellants, refrigerants, or their

substitutes are concerned.

Methane, as the simplest molecule representing this class, has been known for a

long time to undergo three body decay in the photodissociation at 121 ± 6 nm, based on

the determination of the hydrogen atom quantum yield signi® cantly exceeding the

value of 1 [107]. M ethane photodissociation has only recently been investigated in a

PTS experiment [131]. The two body decay

CH
%
­ h m ! CH

$
­ H (21 a)

has been found to be the dominant process. Whether the three body channel, most

likely

CH
%
­ h m ! CH ­ H

#
­ H (21 b)
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22 C . Maul and K .-H . Gericke

is of concerted or sequential nature has not yet been ® nally determined. The

halogenated analogue that has been investigated most intensively using the PTS

technique is CF
#
I
#

[132, 133]. The three body decay

CF
#
I
#
­ h m ! CF

#
­ 2 I (22)

is energetically accessible at the employed dissociation wavelengths in the range from

248 nm to 351 nm. At 351 nm and at 308 nm contributions from two body and

sequential three body decay dominate, whereas the synchronous concerted mechanism

contributes to a minor degree at 308 nm, becoming the major pathway at 248 nm.

However, the applied kinematic model for the concerted decay is limited to

synchronous mechanisms for speci® c geometries, thus neglecting the asynchronous

channel. Earlier experiments on the photodissociation of CCl
#
F

#
and CCl

$
F,

monitoring light emission after irradiation with VUV synchrotron radiation, led the

authors to propose three body decay to be operative at the high energies necessary to

produce electronically excited products, but did not yield data speci® c enough to

determine the nature of the process [134].

A somewhat more complicated system, namely the photodissociation of tetra-

¯ uorodiiodoethane

C
#
F

%
I
#
­ h m ! C

#
F

%
­ 2 I (23)

in the wavelength range from 278 nm to 308 nm has been investigated by picosecond

time-resolved spectroscopy, monitoring the build-up times for ground and excited

spin± orbit state iodine atoms, I( # P
$ / #

) and I*( # P
" / #

), respectively [135, 136]. The

authors observed a fast build-up ( ! 1 ps) for I* atoms and a slow but biexponential

build-up for ground state I atoms. These results are interpreted as stemming from a

sequential decay mechanism, with the ® rst step producing C
#
F

%
I ­ I*, the second one

producing C
#
F

%
­ I from C

#
F

%
I of the ® rst step. The biexponential behaviour is

explained by a broad distribution of the internal excitation of the C
#
F

%
I intermediate

and by the dependence of its dissociation rate on its internal excitation.

For a set of halogenated ethanols, in two studies employing sub-Doppler resolved

LIF [137] and PTS [138] measurements, the sequential mechanism was found to be

exclusively active, according to XCH
#
CH

#
OH ­ h m ! X ­ C

#
H

%
­ OH (X ¯ Cl, Br, I),

with the ® rst bond cleavage producing X ­ C
#
H

%
OH, and the second producing

C
#
H

%
­ OH.

In summary, all possible dissociation pathways have been proposed for diŒerent

members of the alkane family. Despite the relatively large number of studies, it is not

possible at present to obtain a general picture of the nature of their three body

decomposition. One of the reasons is the diversity of the applied experimental methods

and models used in the data analysis. A more comprehensive approach could help to

reveal the in¯ uence of diŒerent substituents on the three body mechanism.

4.5. Cluster ions

Cluster ions that possess bond energies of 1 eV or more, as opposed to neutral van

der Waals molecules, can behave more like covalently bound molecules than like

loosely bound molecular aggregates. Among the cluster ions that have been studied in

photodissociation experiments similar to those for the covalently bound species,

multiple fragmentation was observed for Ar+
n

[73, 139± 148], (CO
#
)+
$

[149] and (NO)+
$
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Photo induced three body decay 23

[150]. M ost intensively investigated are the argon systems, however, that have been

studied to cluster sizes of up to 40 atoms [148]. It is clear from spectroscopic data [148,

151, 152] as well as from the dissociation studies [140, 142, 148] that up to clusters of

6 atoms Ar+
$

is the chromophore core determining photophysical and photochemical

properties, while the remaining Ar atoms constituting the cluster can be regarded as

solvent particles. Therefore, we will constrain ourselves to what is known about the

photodissociation of AR+
$
.

The ® rst absorption band of Ar+
$

is centred around 520 nm and has a large cross-

section of 1 ± 5 ¬ 10 Õ " ’ cm # at the maximum [148, 153]. A second band is observed in the

UV near 300 nm [154, 155], which resembles the Ar+
#

absorption spectrum. The

structure of Ar+
$

is still not precisely known. A number of theoretical investigations

[156 ± 165] suggest a linear conformation, although there is disagreement on the issue

of symmetry. To our knowledge no experimental evidence has been found in order to

support D ¢ h
or C ¢ v

symmetry. The dimer ion Ar+
#

has a relatively high dissociation

energy of 10 500 cm Õ " [166], and the exothermicity for the addition of another argon

atom to form Ar+
$

is still 1700 cm Õ " , whereas this value drops below 600 cm Õ " for larger

clusters, thus supporting the view of larger Ar+
n

clusters as being an Ar+
$

core dissolved

in argon [167].

The excitation of Ar+
$

in the visible part of the spectrum (most commonly applied

is the convenient dissociation wavelength of 532 nm [73, 139 ± 142, 147, 148], although

various other wavelengths have been employed in the range from 460 nm to 620 nm

[143, 145, 146]) leads to the complete fragmentation of the cluster ion :

Ar+
$
­ h m ! Ar+ ­ Ar ­ Ar. (24)

The ® rst experiments focused on determining the kinetic energy distribution of the

Ar+ ionic fragment after irradiating polarized light onto a mass-selected Ar+
$
-beam

[140, 142± 148]. All experimental ® ndings agree that there are two types of Ar+

fragments that are distinguishable (a) by their kinetic energy content and (b) by their

spatial distribution. A fast component is observed, showing a preference for being

ejected along the polarization vector of the dissociating laser, while a slow component

with negligible translational excitation shows no anisotropy at all.

More recent experiments have focused on the detection of the neutral fragments

[73, 139 ± 141] containing more information about the dissociation process, since two

of them are generated in every event as compared to only one ion. The detection of

neutral, atomic argon fragments is made possible by accelerating the parent Ar+
$

ion

beam to energies of several keV and de¯ ecting the ionic fragments after dissociation,

but before detection takes place. Thus, only high energy neutral fragments impinge on

the particle detector. The kinetic energy distribution of the neutral photofragments is

very similar to that of the photoions. Again, there are two components with diŒerent

behaviour with respect to their kinetic energy content and their spatial distribution : a

fast component, aligned preferentially parallel to the polarization vector of the laser,

and a slow one, distributed isotropically. In order to explain these experimental data

several dissociation models have been invoked that are not always consistent with each

other, because the structure of the Ar+
$

parent is not unambiguously known [139].

None of the proposed models is capable of accounting for all of the experimental

results. Thus, competing channels must operate in the dissociation process. Clearly

more detailed experimental data are needed to identify the underlying mechanisms.

One important step towards gaining such data is a recently performed experiment

by Stace and co-workers [73], which rules out the possibility of more than one fast
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24 C . Maul and K .-H . Gericke

fragment being generated in a single event. They employed a variation of the

PEPIPICO method in order to observe correlations between the kinetic energy

contents of the two neutral photofragments. Their experimental set-up diŒers from the

original PEPIPICO scheme in that (a) the start pulse setting time zero for the TOF

measurements of coincidently generated fragments is given by the laser pulse rather

than by an ejected photoelectron and (b) the TOF correlation is measured between

photoneutrals instead of photoions. In this experiment at least two processes operating

in the photodissociation of Ar+
$

could be identi® ed : one generating two slow,

isotropically distributed argon atoms at the same time, the other one generating one

fast, anisotropically distributed and one slow, isotropically distributed fragment at a

time. For reasons of energy conservation, the generation of two slow neutrals must

coincide with the generation of a fast ion, while the generation of one fast and one slow

neutral occurs together with the production of a slow ion. The experimental results

allow an even deeper understanding from the analysis of the peak contours, which

proves the competition between a sequential and a concerted mechanism [4, 5, 40, 73].

To our knowledge, this experiment is the only one so far to exploit coincidence

measurements for the near-threshold dissociation of molecular systems induced by

outer shell electronic excitation. This experiment bridges the gap between the soft X-

ray PEPIPICO experiments described in the following section and the traditional

molecular systems which are the subject of this review, therefore opening the door for

a much wider application of this technique in molecular reaction dynamics.

At this point a class of experiments in neutral van der W aals complexes should be

mentioned that are not usually thought of in terms of three body decays. These studies

were developed by Wittig and co-workers in order to study photoinitiated geometry

constrained binary reactions in a van der Waals complex consisting of a precursor

molecule and a reactant [168]. Upon photodissociating the precursor, one of its

photoproducts reacts with the reactant while the second photoproduct is thought to be

a spectator. Comparison with the corresponding gas phase experiments showed,

however, that it is rather the rule than the exception that the presence of the second

photoproduct in¯ uences the reaction. Thus, the photodissociation in the van der

Waals complex, together with the subsequent bimolecular reaction, can be viewed as

a special case of a three body decay. Further references on this topic can be found in

a series of recent reviews [169, 170].

4.6. Molecular ions

A number of molecular ions have been investigated for which fragmentation into

more than two fragments occurs. Most intensively studied have been the dissociation

processes of doubly positively charged ions [4 ± 6, 17, 171 ± 174], but three body

fragmentation is known to commonly occur for triply positively charged molecular

ions [172, 175] as well as for singly negatively charged ions [176 ± 179].

The negative ions HgX Õ
#

(X ¯ Cl, Br) decay completely into their constituents

subsequent to electron attachment to the neutral parent molecules [176, 178] :

HgX
#
­ e Õ ! HgX Õ

#
! Hg ­ X ­ X Õ (X ¯ Cl, Br). (25)

From the TOF measurement of the ionic fragment the authors identi® ed a fast

synchronous concerted decay mechanism to be operative, for the X Õ ion carries almost

half of the available energy as translational energy with a narrow width of the

distribution. Due to the linear geometries of the neutral parent as well as of the ionic

fragments the remaining 50 % of the available energy must be transferred onto the
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Photo induced three body decay 25

neutral X fragment, leaving the central Hg atom almost without any translational

energy at all. This result has been obtained by kinematic analysis of the fragment

energy and angular distributions and con® rmed by classical trajectory calculations.

Although not a photoinduced three body decay, it is of greater signi® cance to the

photodissociation studies of neutral molecules than the dissociation of doubly charged

ions due to the comparable energy range of the applied electron beam inducing the

electron attachment.

The study of doubly charged molecular ions includes a wide range of compounds,

such as SO
#

[17, 174], OCS [17], CS
#

[17, 173], NO
#

[17], CH
$
I [17, 180], SF

’
[17], XCN

(X ¯ H, D, CD
$
, CF

$
, F, Br, I) [5], XNO (X ¯ F, Cl, Br) [171] and XN

$
(X ¯ H, Cl,

I) [4] where the photon energies lie in the range between 20 eV and 100 eV, enough to

induce double ionization and fragmentation, following inner shell photoionization

and Auger cascade :

ABC ­ h m ! ABC # + ! A ­ B+ ­ C+. (26)

In general, all possible charge distributions in the three body dissociation will

occur that are energetically allowed (i.e. A ­ B+ ­ C+, A+ ­ B ­ C+ and A+ ­ B+ ­ C) [5].

Additionally two body channels are open, producing e.g. AB+ ­ C+ and the respective

permutations.

The earliest model of the CH
$
I fragmentation introduced the idea of Coulomb

explosion [180], a synchronously acting repulsion of separately charged particles as the

result of the ionization process. It turned out that this simple model could not account

for some of the peak contours observed in PEPIPICO experiments. Consequently,

new more re® ned models were introduced including the concept of sequential

mechanisms [17], some features, the so-called `twisted peaks ’ , still remained

unexplained, and further model re® nements were necessary which included the

possibility of charge delocalization, where the charge of the molecular ion can be

shared by the fragments that are to be born prior to the departure from the interaction

region (charge exchange model). For the XN
$

studies [4] this model describes the

fragmentation scheme su� ciently well by stating that it can neither be characterized as

being purely sequential or purely synchronous. W ithin the nomenclature of the charge

exchange model, it is contributed to by what the authors call concerted, fast sequential,

and slow sequential decays with a range of diŒerent reaction rates depending on the

excitation energy. Within the nomenclature of this review, this would be characterized

as an asynchronous concerted mechanism competing with a sequential mechanism

where the contribution of the two channels depend on the excitation energy. Especially

for low excitation energies, a signi® cant contribution by a (slow) sequential decay

channel is observed, which is reduced by increasing the photon energy. Although for

each reaction channel of reaction (26), generating chemically distinct fragments, the

peak contours can be analysed separately in the PEPIPICO set-up, thus allowing the

determination of the reaction mechanism in a manner which is speci® c to the

respective channel, the description of the fragmentation process is complicated due to

the large number of competing reaction channels. Energy redistribution prior to

fragmentation of the parent ion must take place, since the contribution of the diŒerent

reaction channels in (26) can be well described by a Boltzmann distribution [5]

characterized by a temperature coe� cient.
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26 C . Maul and K .-H . Gericke

5. A novel approach in kinematic analysis

Faced with the problem of underdetermined kinetic equations in analysing

momenta and kinetic energies of three body decay fragments, we will introduce

physically meaningful parameters for each type of decay : the sequential mechanism,

the synchronous concerted mechanism, and linking these extremes, the asynchronous

concerted mechanism. Then, for a given parameter value there exists a well-de® ned

relation between the kinetic fragment properties and the initially excited state of the

parent molecule. Consequently, a known distribution of parameter values yields a

speci® c kinetic energy distribution for each fragment. Once these relationships are

known, the procedure can be reversed : from experimentally observing kinetic energy

distributions, one can ® t the experimental data by adjusting parameter distributions

for the appropriate decay mechanism(s). This procedure needs not to be unambiguous

in general, but it will be when the mechanism is pure, i.e. when no competition between

diŒerent mechanisms takes place. We are con® dent however that in most cases, even

for competing pathways, an unambiguous assignment is possible. This con® dence is

based on our work on the photodissociation of phosgene, which is presented in � 6,

where this very situation has been encountered.

There exist several examples in the literature where for selected mechanisms single

values or limited ranges of parameters have been used in the analysis of the three body

decays. However, there has not been an attempt to comprehensively characterize the

three body decay in general in this way, and therefore we feel it is justi® ed to claim

novelty in the following approach.

In this section the parameters for each mechanism are introduced, their role in the

energy partitioning is discussed, and the relationships between fragment kinetic energy

distributions and parameter distributions are derived.

5.1. Mechanisms and parameters

The dividing line between concertedness and sequentiality will be drawn at the

mean rotational period, the average time needed for the intermediate fragment to

complete a full rotation. Furthermore, our criterion ( � 1) of unison motion for

distinguishing between synchronicity and non-synchronicity is used.

5.1.1. The synchronous mechanism

The synchronous three body decay is to be understood as the process where a

particle ABC fragments into the three particles A, B and C, with the bonds AB and BC

breaking strictly simultaneously. Then the momenta transferred onto the particles A

and B must be equal to one another. Satisfying this condition guarantees the identity

of the dynamics of the two bond cleavage processes. Moreover, it determines the axis

of motion of particle B to equally divide the bond angle a . The bond angle, de® ned as

the angle formed by the three particles A, B and C at the time of fragmentation, is the

only parameter quantity necessary to unambiguously describe the synchronous three

body decay. The axis de® ned by the direction of motion of particle B will be denoted

the x axis of the coordinate system describing the kinetics of the fragments throughout

this section. Correspondingly the y axis designates the direction perpendicular to x

within the ABC plane. Figure 1 illustrates the quantities as de® ned above.

The starting point for the determination of the fragment kinetic energies is the

conservation of linear momentum :

p
A
­ p

B
­ p

C
¯ p

ABC
¯ 0, (27)
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Photo induced three body decay 27

Figure 1. Coordinate system for the description of the synchronous three body decay. The x

axis is ® xed to the direction of motion of fragment B and as a consequence equally divides

the bond angle a .

which can be expressed by

0 pAx

p
Ay
1 ­ 0 pBx

0 1 ­ 0 p
Cx

p
Cy
1 ¯ 0 00 1 . (28)

The second criterion for synchronicity, r p
A
r ¯ r p

C
r ¯ p, which accounts for the

equal division of the bond angle a by the x axis, allows one to rewrite this equation as

p 0 cos ( a } 2)

sin ( a } 2) 1 ­ p
B 0 10 1 ­ p 0 cos ( a } 2)

® sin ( a } 2) 1 ¯ 0 00 1 . (29)

Therefore the absolute values for the linear momentum p
B
, respectively for the kinetic

energy E
kin, B

of particle B, are given by

p
B

¯ ® 2p cos ( a } 2) (30)

E
kin, B

¯
p #

B

2m
B

¯
2p #

m
B

cos # ( a } 2). (31)

The conservation of energy yields the additional condition that is necessary to

express the kinetic energy of particle B and, once this has been done, of the remaining

particles A and C as well, using the bond angle a as parameter :

E
kin, A

­ E
kin, B

­ E
kin, C

¯
p #

2m
A

­
p #

B

2m
B

­
p #

2m
C

¯ E
av

® 3
A, B, C

E
int

¯ e . (32)

E
kin

denotes the kinetic energies and E
int

the internal energies of the fragments A, B

and C, respectively, the sum of which must be equal to the total available energy E
av

.

In the case of atomic fragments E
int

equals zero if no electronic excitation is present.

For a more general treatment we also include the case where the fragments A, B or C

are molecules themselves that possess internal degrees of freedom. If these are not

present, then the total kinetic energy e of all fragments is identical to the available

energy E
av

( e ¯ E
av

; E
av

¯ h m ­ E
int, ABC

® D
diss

(A ± B ± C)).

The conservation of energy yields for p :

p ¯ [2 l
AC

( e ® E
kin, B

)] " / # , (33)
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28 C . Maul and K .-H . Gericke

where l
AC

¯ m
A

m
C
} (m

A
­ m

C
) is the reduced mass of the particles A and C, and for

E
kin, B

:

E
kin, B

¯
e

1 ­ (m
B
} 4 l

AC
) [1 ­ tan # ( a } 2)]

. (34)

Once the kinetic energy of particle B is known, the kinetic energies of the partner

fragments A and C can be calculated to be

E
kin, C

¯
e

4(m
C
} m

B
) cos # ( a } 2) ­ [(m

A
­ m

C
) } m

A
]

E
kin, A

¯
e

4(m
A
} m

B
) cos # ( a } 2) ­ [(m

A
­ m

C
) } m

C
]
. (35)

As illustrative limiting cases we will discuss a linear molecule ( a ¯ 180 ° ) and a

symmetric molecule (m
A

¯ m
C
). For the linear molecule the central particle B will stay

at rest, while the kinetic energies for the particles A and C are given by the inverse ratio

of their masses :

E
kin, B

¯ 0, E
kin, A

¯ e
m

C

m A ­ m
C

, E
kin, C

¯ e
m

A

m
A
­ m

C

. (36)

For equal masses of A and C (m
A

¯ m
C

¯ m), i.e. for a symmetric molecule ABA, the

kinetic energies for arbitrary values of the bond angle a are

E
kin, B

¯
e

1 ­ ² m
B
} [2m cos # ( a } 2)] ´

(37 a)

E
kin, A

¯ E
kin, C

¯
1

2

e

1 ­ 2(m } m
B
) cos # ( a } 2)

. (37 b)

For a linear symmetric molecule one gets analogously to equation (36) :

E
kin, B

¯ 0, E
kin, A

¯ E
kin, C

¯ e } 2. (38)

The case of equal masses with a ¯ 0 ° describes the two body decay of the particle

ABA into a particle B and molecule A
#
, if the additional bond energy of the A

#
molecule is added to the total kinetic energy e . Note that this is not true for diŒerent

masses of A and C, since in this case the speeds of A and C would be diŒerent due to

the equality of their momenta.

The case of synchronous decay of a linear symmetric molecule has been observed

for the dissociative electron attachment to HgCl
#

[177], whereas the `degenerate ’ two

body decay of a symmetric moleculeÐ sometimes termed the molecular channelÐ has

been found to occur in addition to three body channels e.g. for formaldehyde (H
#
CO)

[181, 182], thionyl chloride (SOCl
#
) [110 ± 113] and thiophosgene (CSCl

#
) [183]. We will

also consider the possible existence of the molecular channel in the photodissociation

of phosgene [184].

5.1.2. The sequential mechanism

The description of the sequential mechanism is divided into two parts. First, the

two decay steps are treated as two independent two body decays. Second, a

transformation of the centre of mass coordinates of the second step into the laboratory
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Photo induced three body decay 29

coordinates has to be performed. The description starts oŒas before : the particle ABC

is assumed to be at rest prior to its decay and carries the energy E
av

exceeding the

dissociation energy into the three ® nal products A, B and C, so that the initial

conditions are given, as before, by equation (27).

From the conservation of energy and momentum the following relations hold

between the fragments of the ® rst dissociation step :

E
av

¯ E
int, AB

­ E
kin, AB

­ E
int, C

­ E
kin, C

(39)

r p
C
r ¯ m

C
r Š

C
r ¯ m

AB
r Š

AB
r ¯ r p

AB
r (40)

from which one can calculate the kinetic energies of the primary fragments :

E
kin, C

¯
m

AB

m
C

E
kin, AB

¯
m

AB

m
ABC

(E
av

® E
int, AB

® E
int, C

) (41 a)

E
kin, AB

¯
m

C

m
AB

E
kin, C

¯
m

C

m
ABC

(E
av

® E
int, AB

® E
int, C

) (41 b)

While E
int, C

, the internal energy of the ® nal fragment C, is an observable quantity, the

energy deposition E
AB

¯ E
int, AB

, the internal energy temporarily deposited in the

intermediate particle AB, cannot be observed experimentally. However, it governs the

distribution of the kinetic energy of the ® nal fragment C as well as in¯ uencing the

distributions of the kinetic energies for the ® nal fragments A and B, as explained

below. In this context the energy deposition E
AB

is de® ned as that portion of the

internal energy of AB that exceeds the dissociation energy of AB. This is consistent

with the de® nition of the available energy E
av

with respect to the three ® nal products

A, B and C in their respective ground states.

The situation prior to the second decay step is more complicated than for the ® rst

step, since the momentum p
AB

of the AB centre of mass, resulting from the ® rst

dissociation step, has to be taken into account.

Initially we treat the second step analogously to the ® rst step, however, i.e. in the

centre of mass coordinate system of the intermediate particle, indicated by the

superscript `CM ’ . Where necessary, laboratory quantities will be marked by the

superscript `LAB ’ . W ith this convention, the situation prior to the ® rst bond cleavage

is described by :

pCM
AB

¯ 0 ECM
AB

¯ E
AB

. (42)

Correspondingly equations (39) and (40) can be written as

ECM
kin, A

­ ECM
kin, B

­ E
int, A

­ E
int, B

¯ E
AB

(43)

r pCM
A

r ¯ r pCM
B

r . (44)

The internal energies E
int, A

and E
int, B

of the fragments A and B are independent of the

coordinate system and, thus, do not require the superscript CM. In order to transform

the centre of mass quantities into the laboratory system, where measurements are

performed, one needs to introduce the decay angle h , serving as a parameter. This

angle is identical to the angle h from � 3.1, i.e. the angle of the direction of motion of

the AB centre of mass in the laboratory with the direction of motion of the ® nal

fragment in the centre of mass coordinate system of AB. The relevant quantities are

illustrated in ® gure 2, where h isÐ arbitrarily Ð de® ned for fragment A.

Prior to the transformation of the centre of mass into the laboratory coordinates
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30 C . Maul and K .-H . Gericke

Figure 2. Illustration of the quantities used for the description of the sequential decay

mechanism. vLAB
AB

is the velocity of the intermediate AB particle in the laboratory system,

vCM
A

and vCM
B

are the velocities of the ® nal fragments A and B in the centre of mass system
of the intermediate AB, while vLAB

A
and vLAB

B
are the observable laboratory velocities of

the fragments A and B. h is the decay angle of the direction of motion of the intermediate

AB with the centre of mass velocity vCM
A

of particle A.

one has to derive the connecting relations between them. It is obvious that the

laboratory velocities of the fragments A and B are given by the vector addition of the

centre of mass velocity vLAB
AB

of AB in the laboratory and the fragment velocities vCM
A

resp. vCM
B

in the centre of mass system of AB :

vLAB
A

¯ vLAB
AB

­ vCM
A

vLAB
B

¯ vLAB
AB

­ vCM
A

. (45)

The limiting values for the laboratory velocities vLAB
A

and vLAB
B

are thus given by the

triangular relation as the sum and the diŒerence of the respective velocities :

r Š LAB
AB

® Š CM
A

r % Š LAB
A

% r Š LAB
AB

­ Š CM
A

r

r Š LAB
AB

® Š CM
B

r % Š LAB
B

% r Š LAB
AB

­ Š CM
B

r . (46)

Subsequently the fragment laboratory velocities are calculated quantitatively. Ac-

cording to ® gure 2 the angle of vCM
A

with vLAB
AB

is equal to h , and the angle of vCM
B

with

vLAB
AB

is equal to p ® h , so that the absolute values of the respective velocities are

determined by

Š LAB #
A

¯ Š LAB #
AB

­ Š CM #
A

­ 2 Š LAB
AB

Š CM
A

cos h (47 a)

Š LAB #
B

¯ Š LAB #
AB

­ Š CM #
B

® 2 Š LAB
AB

Š CM
B

cos h . (47 b)

Using these equations, all fragment laboratory velocities can be calculated,

provided the available energy E
av

, the decay angle h and the energy deposition E
AB

in

the intermediate are known.

From now on we will restrict ourselves to looking at fragment A only. The

procedure for fragment B is analogous to the one presented below for fragment A, and
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Table 3. Synchronous mechanism : relationships between the fragment kinetic energies

E
kinA, B, C

and the bond angle a and between the corresponding distributions.

Parameter a
!
, D a

f a ( a ) f a ( a ) E exp 9 ® ( a ® a
!
) #

2 D a # :
E

kin, A E
kin, A

¯
e

4(m
A
} m

B
) cos # ( a } 2) ­ [(m

A
­ m

C
) } m

C
]

E
kin, B E

kin, B
¯

e

1 ­ (m
B
} 4 l

AC
cos # ( a } 2))

¯
e

1 ­ (m
B
} 4 l

AC
) [1 ­ tan # ( a } 2)]

E
kin, C E

kin, C
¯

e

4(m
C
} m

B
) cos # ( a } 2) ­ [(m

A
­ m

C
} m

A
]

a (E
kin, A

) a (E
kin, A

) ¯ 2 arccos 9 m
B

4m
A
0 e

E
kin, A

®
m

A
­ m

C

m
C

1 : "
/ #

a (E
kin, B

) a (E
kin, B

) ¯ 2 arctan 9 4 l
AC

m
B
0 e

E
kin, B

® 1 1 ® 1 : " / #
¯ 2 arccos 9 m

B

4 l
AC
0 E

kin, B

e ® E
kin, B

1 : " / #

a (E
kin, C

) a (E
kin, C

) ¯ 2 arccos 9 m
B

4m
C
0 e

E
kin, C

®
m

A
­ m

C

m
A

1 : "
/ #

f
E
(E

kin, A
) f syn

E
(E

kin, A
) ¯

e

E #
kin, A

f a [ a (E
kin, A

)] 5 ( 9 4m
A

m
B

® 0 e

E
kin, A

®
m

A
­ m

C

m
C

1 :
¬ 0 e

E
kin, A

®
m

A
­ m

C

m
C

1 * " / #

f
E
(E

kin, B
) f syn

E
(E

kin, B
) ¯

e

E
kin, B

( e ® E
kin, B

)
f a [ a (E

kin, B
)] 5 9 4 l

AC

m
B
0 e

E
kin, B

® 1 1 ® 1 : "
/ #

f
E
(E

kin, C
) f syn

E
(E

kin, C
) ¯

e

E #
kin, C

f a [ a (E
kin, C

)] 5 ( 9 4m
C

m
B

® 0 e

E
kin, C

®
m

A
­ m

C

m
A

1 :
¬ 0 e

E
kin, C

®
m

A
­ m

C

m
A

1 * " / #

no new information can be gained from fragment B. The results for B are presented at

the end of this section in tables 3± 5. Quantities not marked by a superscript are

referenced to the laboratory coordinate system.

The aim of the subsequent considerations is to determine the in¯ uence of the two

parameters h and E
AB

on the kinetic energy of the ® nal fragments, in other words to

derive the relationship E
kin

( h , E
AB

).

One obtains for the kinetic energies of the fragments in the centre of mass system

of AB :

ECM
kin, A

¯
m

B

m
A

ECM
kin, B

, (48)

and the corresponding centre of mass velocity :

Š CM
A

¯ 0 2ECM
kin, A

m
A

1 " / #
¯ 9 2m

B

m
A

m
AB

(E
AB

® E
int, A

® E
int, B

) : "
/ #

. (49)
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32 C . Maul and K .-H . Gericke

Table 4. Sequential mechanism : relationships between the fragment kinetic energies E
kinA, B, C

,

the decay angle h and the energy deposition E
AB

and between the corresponding distributions.

Parameter E
AB, !

, D E
AB

f h ( h ) f h ( h ) ¯ const.

¯ c h

f
AB

(E
AB

) f
AB

(E
AB

) E exp 9 ® (E
AB

® E
AB, !

) #

2 D E #
AB

:
E

kin, A
E

kin, A
¯ p

!
(E

int
) ­ M

AB
E

AB
­ M h cos h [ p

#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / #

E
kin, A

E
kin, A

¯ p !
!
(E

int
) ­ M !AB

E
AB

­ M !h cos h [ p
#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / #

E
kin, C E

kin, C
¯

m
AB

m
C

E
kin, AB

¯
m

AB

m
ABC

(E
av

® E
AB

® E
int, C

)

f
E
(E

kin, A
) f seq

E
(E

kin, A
) ¯ &

a(Ekin, A)+[ a(Ekin, A) # +b(Ekin, A)] " / #

a(Ekin, A)Õ [ a(Ekin, A) # +b(Ekin, A)] " / #

dE
AB

¬ ( f
AB

(E
AB

) c h

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin, A

)] " / # *
f
E
(E

kin, A
) f seq

E
(E

kin, B
) ¯ &

a « (Ekin, B)+[ a « (Ekin, B) # +b« (Ekin, B)] " / #

a « (Ekin, B)Õ [ a « (Ekin, B) # +b« (Ekin, B)] " / #

dE
AB

¬ ( f
AB

(E
AB

) c h

[ ® E #
AB

­ 2a « (E
kin, B

) E
AB

­ b « (E
kin, B

)] " / # *
f
E
(E

kin, C
) f seq

E
(E

kin, C
) ¯ f

AB
[E

AB
(E

kin, C
)]

m
AB

m
ABC

Analogously the laboratory velocity of the AB centre of mass is given by

Š
AB

¯ 0 2E
kin, AB

m
AB

1 " / #
¯ 9 2m

C

m
ABC

m
AB

(E
av

® E
AB

® E
int, C

) : "
/ #

. (50)

Inserting equations (49) and (50) into equation (47 a) shows that the laboratory

velocity of fragment A can be calculated from the following expression :

Š #
A

¯
2m

B

m
A

m
AB

(E
AB

® E
intA

® E
intB

) ­ 2
m

C

m
AB

m
ABC

( e ® E
AB

® E
intC

)

­
4

m
AB
0 m

B
m

C

m
A

m
ABC

1 " / #
cos a [( e ® E

AB
® E

intC
) (E

AB
® E

intA
® E

intB
)] " / # . (51)

The dependence of the fragment kinetic energy on the energy deposition and the decay

angle can be expressed by

E
kin, A

(E
AB

, h ) ¯ p
!
(E

int
) ­ M

AB
E

AB
­ M h cos h [p

#
(E

int
) ­ p

"
(E

int
)E

AB
® E #

AB
] " / # , (52)

where the following abbreviations have been used in order to clarify the parameter

contributions :
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Photo induced three body decay 33

Table 5. Asynchronous concerted mechanism : relationships between the values of the

fragment kinetic energies E
kinA, B, C

, the decay angle h and the energy deposition E
AB

and

between the corresponding distributions.

Parameter h
!
, D h , E

AB, !
D E

AB

f h ( h ) f h [ h (E
kin

, E
AB

)] E exp 9 ® ( h (E
kin

, E
AB

) ® b h
!
) #

2 D h # :
f
AB

(E
AB

) f
AB

(E
AB

) E exp 9 ® (E
AB

® E
AB, !

) #

2 D E #
AB

:
E

kin, A
E

kin, A
¯ p

!
(E

int
) ­ M

AB
E

AB
­ M h cos h [ p

#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / #

E
kin, B

E
kin, B

¯ p !
!
(E

int
) ­ M !AB

E
AB

­ M !h cos h [ p
#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / #

E
kin, C E

kin, C
¯

m
AB

m
C

E
kin, AB

¯
m

AB

m
ABC

(E
av

® E
AB

® E
int, C

)

h (E
kin, A

) h (E
AB

, E
kin, A

) ¯ arccos ( E
kin, A

® p
!
(E

int
) ® M

AB
E

AB

M h [ p
#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / # *

h (E
kin, B

) h (E
AB

, E
kin, B

) ¯ arccos ( E
kin, B

® p !
!
(E

int
) ® M !AB

E
AB

M !h [ p
#
(E

int
) ­ p

"
(E

int
) E

AB
® E #

AB
] " / # *

f
E
(E

kin, A
) f conc

E
(E

kin, A
) ¯ &

a(Ekin, A)+[ a(Ekin, A) # +b(Ekin, A)] " / #

a(Ekin, A)Õ [ a(Ekin, A) # +b(Ekin, A)] " / #

dE
AB

¬ ( f
AB

(E
AB

) f h [ h (E
kin, A

, E
AB

)]

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin, A

)] " / # *
f
E
(E

kin, B
) f conc

E
(E

kin, B
) ¯ &

a « (Ekin, B)+[ a « (Ekin, B) # +b« (Ekin, B)] " / #

a « (Ekin, B)Õ [ a « (Ekin, B) # +b« (Ekin, B)] " / #

dE
AB

¬ ( f
AB

(E
AB

) f h [ h (E
kin, B

, E
AB

)]

[ ® E #
AB

­ 2a « (E
kin, B

) E
AB

­ b « (E
kin, B

)] " / # *
f
E
(E

kin, C
) f conc

E
(E

kin, C
) ¯ f

AB
[E

AB
(E

kin, C
)]

m
AB

m
ABC

p
!
(E

int
) ¯

m
A

m
C

m
AB

m
ABC

(E
av

® E
int, C

) ®
m

B

m
AB

(E
int, A

­ E
int, B

) (53 a)

p
"
(E

int
) ¯ E

av
® E

int, C
­ E

int, A
­ E

int, B
(53 b)

p
#
(E

int
) ¯ (E

int, A
­ E

int, B
) (E

int, C
® E

av
) (53 c)

M
AB

¯
m

B

m
AB

®
m

A
m

C

m
AB

m
ABC

(53 d)

M h ¯ 2 0 m
A

m
B

m
C

m #
AB

m
ABC

1 " / #
. (53 e)

The contributions of the quantities E
int, A

, E
int, B

and E
int, C

that are accessible to

experimental observations are combined in the coe� cients p
!
, p

"
and p

#
, whereas the

dependence on the parameter values is given explicitly. p
!

contains the kinetic energy

that would be transferred onto fragment A, if there were no energy deposited in the

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
7
:
0
5
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



34 C . Maul and K .-H . Gericke

Figure 3. Kinetic energy hypersurface E
kin, A

( h , E
AB

) illustrating the dependence of the kinetic
energy of fragment A on the parameter values h and E

AB
.

intermediate AB at all. p
"

is the total kinetic energy of all fragments and is reduced to

the available energy E
av

without internal excitation of any one of the fragments,

whereas p
#

is only diŒerent from zero if at least one of the ® nal fragments A and B is

internally excited.

For the fragment B one obtains a formally identical equation by consequently

exchanging the masses m
A

and m
B
, where the coe� cients p

!
, M

AB
and M h have to be

replaced by the correspondingly rede® ned constants p !
!
, M !AB

and M !h .

One should pause here to become familiar with the function E
kin, A

( h , E
AB

), which

depends on the two variables h and E
AB

as described by equation (52). The parameter

ranges are 0 % E
AB

% E
av

and 0 % h % p , respectively. An illustration of the energy

surface de® ned by E
kin, A

(E
AB

, h ) is given in ® gure 3. The upper limit for the energy

deposition E
AB

is reached when all available energy is deposited into the intermediate.

In this case the two particles AB and C would rest next to each other with AB being

highly internally excitedÐ not a very probable scenario, but useful for imagining the

limiting case. The lower limit for E
AB

is characterized by exclusively partitioning the

energy in the translational degrees of freedom. The restriction of h to values equal to

or smaller than p originates from the symmetry of the process for a re¯ ection at a plane

containing the axis of motion of the intermediate. In other words, the energy transfer

onto a fragment does not depend on whether it rotates clockwise or counter-clockwise,

but only on the absolute value of the decay angle. A decay angle h ¯ 0 describes

complete forward scattering, where fragment and centre of mass velocities have the

same directions, whereas h ¯ p describes complete backward scattering, where

fragment and centre of mass velocities have opposite directions.

The function E
kin, A

( h ) is monotonic with respect to the decay angle h , i.e. the

kinetic energy of the fragment continually decreases when changing the decay angle

from forward to backward scattering. Consequently, the maximum kinetic energy will

be found of forward scattering, and the minimum kinetic energy for backward

scattering, which is, of course, what is expected. The dependence on the second

parameter, the energy deposition E
AB

, does not show a monotonic behaviour,

however. The same kinetic energy can be induced in fragment A, even for identical

decay angles, by diŒerent values of the energy deposition in the intermediate.

For minimum and maximum energy deposition the transfer of kinetic energy in the
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Photo induced three body decay 35

fragment is constant, i.e. independent of the decay angle, as is the case for a two body

decay. Indeed, these two cases are the borderlines between three body and two body

decay, since there is no momentum transfer onto the products, either in the ® rst step,

if E
AB

¯ E
av

, or in the second step, if E
AB

¯ 0. Thus, the respective fragments will not

separate from each other, and the decay angle is not well-de® ned. Any other value for

the energy deposition produces a more or less broad range of fragment kinetic

energies, that can be accessed via diŒerent decay angles.

Although it is not immediately necessary for discussing the kinetic energy

distributions, we want to point out that the maximum and the minimum kinetic

energies that can be transferred in the fragments by a sequential decay mechanism will

not be realized by one of the limiting values of the energy deposition, but by some

intermediate value, which depends on the masses and internal energies of the ® nal

fragments. This behaviour is a consequence of the above-mentioned non-monotonic

dependence of the fragment kinetic energy on the energy deposition E
AB

. In the case

of forward scattering ( h ! p } 2) the fragment kinetic energy increases with increasing

energy deposition E
AB

, until it reaches a maximum (® gure 3). If the energy deposition

is further increased, the fragment kinetic energy starts decreasing. The analogous

behaviour is found for backward scattering ( h " p } 2) : the minimum of the kinetic

energy is not realized for E
AB

¯ 0, but for some value in between 0 and E
av

, and a

further decrease in the energy deposition occurs together with an increase in the

fragment kinetic energy. Only for the decay angle h ¯ p } 2 is there a strictly positive

correlation between the energy deposition in the intermediate and the fragment kinetic

energy.

The energy depositions Emax
AB

resp. Emin
AB

that induce maximum and minimum kinetic

energies in the fragment are given by

Emax
AB

( h , E
int

) ¯
p

"
2 9 1 ­ M

AB 0 1 ­ 4p
#
} p #

"
M #

AB
­ M #h cos # h 1 " / # : for 0 % h % p } 2 (54 a)

Emax
AB

( h , E
int

) ¯ p
"

for p } 2 % h % p (54 b)

Emin
AB

( h , E
int

) ¯ 0 for 0 % h % p } 2 (54 c)

Emin
AB

( h , E
int

) ¯
p

"
2 9 1 ® M

AB 0 1 ­ 4p
#
} p #

"
M #

AB
­ M #h cos # h 1 " / # : for p } 2 % h % p . (54 d)

In the case of atomic fragments, where no internal fragment excitation is possible,

for a given value of the decay angle h the energy depositions Emax
AB

and Emin
AB

are given

by

Emax/min
AB

( h ) ¯
E

av

2 9 1 ³ 0 M #
AB

M #h cos # h ­ M #
AB
1 " / # : (55)

This expression tends to E
av

and to 0, respectively, if M h is small compared to M
AB

,

which is always the case if at least one of the fragments is light compared to the other

fragments. This will be important for the sequential decay of hydrogen-containing

compounds. However, the mathematical description then resembles the two body

decay concept, for in the dissociation step, in which the hydrogen atom separates from

the precursor, it will take along almost all kinetic energy, and the partner can to a fair

approximation thought to be at rest.
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36 C . Maul and K .-H . Gericke

It is easily seen from equation (55) that for h ¯ p } 2 the function E
kin, A

(E
AB

) does

not possess minima or maxima, but monotonically depends on E
AB

.

According to the considerations presented above, the absolute maximum and the

absolute minimum of the fragment kinetic energy are realized for forward and

backward scattering, i.e. for h ¯ 0 and h ¯ p , where cos h ¯ 1 :

Emax/min
AB

( h ¯ 0, p ) ¯
E

av

2 9 1 ³ 0 M #
AB

M #h ­ M #
AB
1 " / # : . (56)

5.1.3. The asynchronous mechanism

The asynchronous concerted three body decay links the cases of the synchronous

and the sequential decays discussed above. One would expect therefore that describing

the asynchronous concerted mechanism would be most easily performed by

correspondingly modifying the synchronous model. Although the two concerted

mechanisms are close to each other in one’ s imagination, it is more appropriate to

adapt the sequential model and perform necessary alterations. The formalism for

describing the synchronous mechanism is not suitable because it explicitly makes use

of the equality of momentum transfer onto the fragments A and C, a condition that

is in general not satis® ed for the asynchronous case.

The asynchronous decay will subsequently be discussed analogously to the

sequential decay, i.e. the action of the forces governing the ® rst bond cleavage at time

t
"

is supposed to be over when the second bond cleavage takes place at time t
#
. The

momenta and the kinetic energies of the ® nal fragments can then be described, as is the

case for the sequential decay, by introducing the decay angle h and the energy

deposition E
AB

as parametric quantities. As before, no other parameter is needed in

order to characterize the energy partitioning of the process. This implies that the

description of the asynchronous concerted decay is formally identical with the

description of the sequential case, and the same equation (52) gives the relationship

between the fragment kinetic energy and the parameter values not only for the

sequential, but also for the asynchronous concerted mechanism, as well as all

subsequent considerations on maximum and minimum energy transfer hold in both

cases.

The diŒerence between the two cases is found in the dependence of the second

decay step on the ® rst one, such that there remains a memory of the geometry of the

parent molecule at time t
"
. For this reason the probability of realizing a certain decay

angle is not equally distributed among all possible values as before, but is determined

by the ® rst decay step. Whereas the energy surface of ® gure 3, derived for the

sequential mechanism, remains the same, the accessible region is restricted by a non-

uniform distribution of the decay angle h . The diŒerences will become prominent

below, when the in¯ uences of parameter distributions on the fragment kinetic energy

distributions are discussed, and it will be seen that, although the equations describing

the two diŒerent mechanisms are formally the same, the kinetic energy distributions

can be very diŒerent, so that the experimental observation of the latter allows one to

distinguish between these two mechanisms.

5.2. Parameter distributions and fragment kinetic energy distributions

The analytic relationship between the kinetic fragment energies and the parameter

values has been established in the preceding section, and this section focuses on the

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
7
:
0
5
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



Photo induced three body decay 37

eŒects that parameter distributions have on the probability of observing a certain

value for the kinetic energy of a fragment. Here we present an illustrative approach,

while the rigorous mathematical derivation of the formulae is given elsewhere [184].

For the following general considerations the parameter quantities that were

introduced in the preceding chapters are denoted by P
i

where i is a running number,

counting the parameter quantities. In principle, there is no upper limit for the total

number N
P

of parameters, but if it becomes too large, it might become impossible to

actually calculate the kinetic energy distribution, or the analysis might not yield

physically meaningful results. The models presented above need at most two parameter

quantities, so that calculations of kinetic energy distributions from a given set of

parameter distributions should be easily performed, as it will be possible in general to

interpret observed kinetic energy distributions in terms of the underlying mechanisms

and their parameter distributions.

The probability of realizing a certain fragment kinetic energy E
kin

within an

interval D E
kin

is determined by the abundance of parameter values P
i

that cause a

kinetic energy in the given interval D E
kin

. The determination of this abundance

requires, independently of the exact form of the parameter distribution, knowledge of

the width of the respective parameter intervals D P
i
, within which the parameter P

i
will

give rise to a kinetic energy E
kin

(P
i
) in the interval D E

kin
. If the gradient ¥ E

kin
} ¥ P

i
has

a large value in the interval D P
i
, i.e. if a small change in the value of P

i
induces a large

change in the kinetic energy E
kin

(P
i
), then the corresponding interval D P

i
is small, and

so is the probability of ® nding a parameter value P
i

within this interval D P
i
. On the

contrary, for weak gradients ¥ E
kin

} ¥ P
i

the corresponding interval D P
i
is large, i.e. the

probability of ® nding a parameter value P
i

within this interval D P
i

is large also. Of

course, if there is more than one parameter, all of them have to be considered at the

same time, since they depend not only on the kinetic energy value E
kin

, but also on one

another : P
i
¯ P

i
(E

kin
, P

j
). Only if the total number of parameters N

P
¯ 1, is the

in¯ uence of the parameter distribution reduced to the gradient, which even in this

simple case has still to be weighted by the amplitude of the parameter distribution

function. In general, the process corresponds to a projection of the N
P
-dimensional

hypersurface E
kin

(P
i
) onto the E

kin
axis. The considerations up to this point are

su� cient in those cases where all parameter distributions f
i
(P

i
) have constant

amplitudes. Then the projection onto the E
kin

axis describes the kinetic energy

distribution f
E

(E
kin

) completely and correctly. If this is not the case, i.e. if only one

parameter is not equally distributed, then the parameter intervals D P
i

that belong to

the interval of the kinetic energy D E
kin

have to be weighted with the amplitudes of the

parameter distributions f
i
(P

i
).

For the cases relevant to our studies, i.e. for N
P

¯ 1 and N
P

¯ 2, one obtains :

f
E

(E
kin

) ¯ f
"
[P

"
(E

kin
)] ) ¥ P

"
¥ E

kin

(E
kin

) ) for N
P

¯ 1 (57 a)

f
E

(E
kin

) ¯ &
U( Ekin )

L(Ekin )

dP
# ( f

#
(P

#
) f

"
[P

"
(E

kin
, P

#
)] ) ¥ P

"
¥ E

kin

(E
kin

, P
#
) ) * for N

P
¯ 2 (57 a)

Equation (57 a) is valid without any restrictions for arbitrary parameter distribution

functions P
i
, as long as the derivative ¥ P

i
} ¥ E

kin
exists for E

kin
, which is always the case

for physically sensible distributions. Equation (57 b) is valid only where a monotonic

dependence E
kin

(P
i
) exists, i.e. if within the integration range from L(E

kin
) to U(E

kin
)
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38 C . Maul and K .-H . Gericke

the expression ¥ P
"
} ¥ E

kin
is unambiguously de® ned and does not change its sign. If

these requirements are not met, the absolute values of the derivatives ¥ P
"
} ¥ E

kin
have

to be summed up for every monotonic segment of the function E
kin

(P
"
). Subsequently

we assume that the monotony condition for E
kin

(P
"
) is ful® lled so that no multiple

integration is required and that the integrand is completely represented by the absolute

value of the derivative of the inverse function P
"
(E

kin
) multiplied by the amplitudes of

the parameter distribution functions. The determination of the integration limits that

have rather formally been designated L(E
kin

) and U(E
kin

) in equation (57 b) demands

another critical examination. In general, it is not possible to derive an analytic

expression for the calculation of the integration limits. Instead, it is necessary in every

single case to determine L(E
kin

) and U(E
kin

) as those minimum and maximum values

of the parameter P
#

(which is the one integrated over) that can realize the kinetic energy

value E
kin

for any parameter value P
"

(which is not integrated over). This can in general

be accomplished by the determination of the minima and the maxima of the inverse

function P
#
(E

kin
, P

"
). One has to take into account, however, the restriction with

respect to the monotony of E
kin

(P
"
, P

#
).

Equation (57 a) has to be evaluated for the discussion of synchronous three body

decays, since the only parameter necessary in the characterization of such a process is

the bond angle a at the fragmentation time. On the contrary, two parameters, the

decay angle h and the energy deposition E
AB

, are needed for the analysis of the

sequential and the asynchronous concerted decays. Thus, in the latter cases equations

(57 a) and (57 b) form the basis for the calculation and the interpretation of the kinetic

energy distributions, depending on whether fragment C resulting from the ® rst, or

fragments A and B, resulting from the second bond cleavage, are being investigated.

5.2.1. The synchronous mechanism

Accordingly, in the case of a synchronous decay, the kinetic energy distribution

f syn
E

(E
kin

) is related to the parameter distribution f a ( a ) of the bond angle via the

following equation :

f syn
E

(E
kin

) ¯ f a [ a (E
kin

)] ) ¥ a

¥ E
kin

(E
kin

) ) . (58)

In order to calculate the kinetic energy distribution, the inverse functions a (E
k
)

from equations (34) and (35) have to be known, which connect the fragment kinetic

energies with the bond angle a :

a (E
kin, A

) ¯ 2 arccos 9 m
B

l
AC
0 e

E
kin, A

®
m

A
­ m

C

m
C

1 : "
/ #

for fragment A (59 a)

a (E
kin, B

) ¯ 2 arccos 9 m
B

4 l
AC
0 E

kin, B

e ® E
kin, B

1 : "
/ #

for fragment B (59 b)

a (E
kin, C

) ¯ 2 arccos 9 m
B

4m
C
0 e

E
kin, C

®
m

A
­ m

C

m
A

1 : "
/ #

for fragment C (59 c)

Owing to the bond angle range 0 % a % p , the inverse functions are unambiguously

de® ned and the kinetic energy distributions are given by inserting expressions (59) into

equation (58) :
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f syn
E

(E
kin, A

) ¯
e

E #
kin, A

f a [ a (E
kin, A

)] 5 ( 9 4m
A

m
B

® 0 e

E
kin, A

®
m

A
­ m

C

m
C

1 : 0 e

E
kin, A

®
m

A
­ m

C

m
C

1 * " / #

(60 a)

f syn
E

(E
kin, B

) ¯
e

E
kin, B

( e ® E
kin, B

)
f a [ a (E

kin, B
)] 5 9 4 l

AC

m
B
0 e

E
kin, B

® 1 1 ® 1 : "
/ #

(60 b)

f syn
E

(E
kin, C

) ¯
e

E #
kin, C

f a [ a (E
kin, C

)] 5 ( 9 4m
C

m
B

® 0 e

E
kin, C

®
m

A
­ m

C

m
A

1 : 0 e

E
kin, C

®
m

A
­ m

C

m
A

1 * " / #
.

(60 c)

Using the relations derived in equations (60) the kinetic energy distribution can be

described unambiguously, provided the internal energies of all fragments that are

contained in the `eŒective ’ available energy e , the fragment masses and the parameter

distribution f a ( a ) are known. Except for the latter, all these quantities are observable,

so that it is possible to determine the parameter distribution from the measurement of

the kinetic energy distribution. This determination is most eŒectively performed by

adjusting a trial distribution by a least squares ® t, until the parameter distribution is

best described in accordance with the observed kinetic energy distribution.

Up to now no assumptions have been made in the description of the model of the

decay mechanism. Now the explicit choice of a trial distribution, however, requires us

to do so, which has to be taken into account when physically interpreting the results.

In order to minimize the number of ® tting parameters, we will assume that the bond

angle is distributed around one single value a
!
, such that the parameter distribution

can be described by a Gaussian distribution of width D a . Then the ® t procedure has

to yield the values of a
!

and of D a . The use of a Gaussian distribution function :

f a ( a ) E exp 9 ® ( a ® a
!
) #

2 D a # : where a ¯ a (E
kin

), (61)

also includes the cases of a sharp, delta-like distribution function (for D a ! 0) and of

constant amplitudes (for D a ! ¢ ).

5.2.2. The sequential mechanism

The analogous description of the sequential and the asynchronous concerted

mechanism requires the evaluation of either equation (57 a) or of equation (57 b),

depending on which fragmentation step produces the studied fragment. For fragment

C, which is produced in the ® rst fragmentation step, only the energy deposition E
AB

has to be taken into account, whereas for the fragments A and B the decay angle h has

to be dealt with also. In principle, any one of the two parameters could be integrated

over, but in this case it is useful to choose the energy deposition E
AB

as the integration

variable, because for a given value of E
kin

the decay angle h and its derivative ¥ h } ¥ E
kin

are unambiguously de ® ned when integrating over E
AB

. This is not the case if the

integration variable is chosen to be the decay angle h (see discussion of monotony of

E
kin

(E
AB

, h ) in the preceding section).

The kinetic energy distribution f
E

(E
kin, C

) for particle C generated in the ® rst

fragmentation step is, analogously to equation (58), given by

f seq
E

(E
kin, C

) ¯ f
AB

[E
AB

(E
kin, C

)] ) ¥ E
AB

¥ E
kin, C

(E
kin, C

) ) . (62)
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Making use of the inverse function E
AB

(E
kin, C

) :

E
AB

(E
kin, C

) ¯ E
av

® E
int, C

®
m

ABC

m
AB

E
kin, C

, (63)

one obtains the simple proportional relationship

f seq
E

(E
kin, C

) ¯ f
AB

[E
AB

(E
kin, C

)]
m

AB

m
ABC

(64)

between the distribution f seq
E

(E
kin, C

) of the kinetic energy of fragment C and the

distribution f
AB

(E
AB

) of the energy deposition in the intermediate particle.

In order to calculate the kinetic energy distributions of the fragments A and B,

generated in the second fragmentation step, one has to determine the respective inverse

functions h (E
AB

, E
kin

) and their derivatives with respect to E
kin

:

h (E
AB

, E
kin, A

) ¯ arccos 9 E
kin, A

® p
!
® M

AB
E

AB

M h (p
#
­ p

"
E

AB
® E #

AB
) " / # : (65)

¥ h

¥ E
kin, A

(E
AB

, E
kin, A

) ¯
1

M
"
[ ® E #

AB
­ 2a(E

kin, A
) E

AB
­ b(E

kin, A
)] " / #

, (66)

where M
"
, a(E

kin, A
) and b(E

kin, A
) are the following abbreviations :

M
"

¯ (M #h ­ M #
AB

) " / # (67 a)

a(E
kin, A

) ¯
M #h p

"
­ 2M

AB
(E

kin, A
® p

!
)

2(M #h ­ M #
AB

)
(67 b)

b(E
kin, A

) ¯
M #h p

#
® (E

kin, A
® p

!
) #

M #h ­ M #
AB

. (67 c)

The expression under the integral of equation (57 b) is now determined.

Considerations as to whether the integral can analytically be solved follow after the

determination of the integration limits L(E
kin, A

) and U(E
kin, A

). Due to the unambiguity

of the inverse function h (E
AB

, E
kin, A

) the integration limits are the minimum and the

maximum values of the inverse function E
AB

( h , E
kin, A

). The calculation of the inverse

is not di� cult, but nevertheless tedious, so it is useful to think for a while about those

decay angles that correspond to the extreme values of the inverse function for a given

kinetic energy. As has been discussed before, the maximum and the minimum values

for the energy deposition for a given kinetic energy are realized for forward and

backward scattering, respectively, i.e. either for h ¯ 0 or for h ¯ p , in any case for

cos # h ¯ 1. This is easily understood, if it is considered that for forward and backward

scattering the energy deposited in the intermediate AB is completely used up for

accelerating or decelerating the respective fragment instead of changing its direction of

motion. Since the bond angle h appears only as cos # h when taking the inverse

function, the abbreviations de® ned in equations (67) can be used, and the inverse E
AB

( h ¯ 0, p ; E
kin, A

) is given by

E
AB

( h ¯ 0, p ; E
kin, A

) ¯ a(E
kin, A

) ³ [a(E
kin, A

) # ­ b(E
kin, A

)] " / # . (68)

Thus, the integration limits can be expressed as

L(E
kin, A

) ¯ a(E
kin, A

) ® [a(E
kin, A

) # ­ b(E
kin, A

)] " / #

U(E
kin, A

) ¯ a(E
kin, A

) ­ [a(E
kin, A

) # ­ b(E
kin, A

)] " / # (69)
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Photo induced three body decay 41

so that the kinetic energy distribution of fragment A becomes

f seq
E

(E
kin, A

)

¯ &
a (Ekin, A)+[ a (Ekin ,A) # +b(Ekin, A)] " / #

a (Ekin, A)Õ [ a (Ekin, A) # +b(Ekin, A)] " / #

dE
AB ( f

AB
(E

AB
) c h

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin,A

)] " / # * . (70)

with the integration limits determined above the integral yields real values only, as is

required for an observable quantity.

We have replaced the distribution function f h ( h ) ¯ d r } d h by a constant value c h ,

thus implying that every decay angle is equally probable to be realized. We note again

at this point that the distribution function f h ( h ) is the integral over the diŒerential

cross-section d r } d X and might be also viewed as the two-dimensional distribution

function of a dissociation process con® ned to a plane, in which case the consequences

of the speci® c form of f h ( h ) are more easily rationalized than for the integrated

quantity. In neither case must f h ( h ) ¯ d r } d h and d r } d X be confused with each other.

The latter is the scattering angle distribution observed in a standard PTS experiment

and is therefore often dealt with in data analyses, causing the prominent forward±

backward peaking for long-lived intermediates [41 ± 44]. These diŒerences are not

contradictory, but merely due to the de® nitions used.

The speci® c form of a constant distribution function for the planar decay angle is

correct only, however, if the rotational angular momentum vector is strictly

perpendicular with respect to the velocity vector of the intermediate. While this is

indeed a limitation of the presented equations, it is not at all a limitation with respect

to the application of the model. The same is true, of course, for the observable PTS

scattering angle distribution. W here the strictly negative © v [ J ª correlation does not

hold, the analytic expression for f h ( h ) has to be changed correspondingly [46 ± 50]. The

fully isotropic delay would result in a decay angle distribution which is proportional

to sin h within our model, and in a constant scattering angle distribution without the

common forward± backward peaking feature. We restrict ourselves to the impulsive

case because for the photodissociation of phosgene presented below, the negative

© v [ J ª correlation must hold due to the atomic nature of the dissociation partner in the

® rst step (COCl
#
­ h m ! COCl ­ Cl), where the spin of the Cl atom has not been

considered.

Accordingly to obtain the kinetic energy distribution one has to evaluate the

integral over the following expression :

f
AB

(E
AB

)

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin, A

)] " / #
. (71)

The value of the integral depends on the parameter distribution f
AB

(E
AB

). Using the

same arguments as before, we will choose a Gaussian distribution function as a trial

function, which is centred around E
AB, !

with a characteristic width of D E
AB

:

f
AB

(E
AB

) E exp 9 ® (E
AB

® E
AB, !

) #

2 D E #
AB

: . (72)

The integral resulting from this trial function cannot in general be solved analytically.

A numerical evaluation, however, can always be performed, allowing the optimization

of E
AB, !

and D E
AB

by a nonlinear least squares method. We will present some limiting

cases below that can be solved analytically and also some numerically calculated
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42 C . Maul and K .-H . Gericke

kinetic energy distributions for those cases where this cannot be done due to the

complexity of the parameter distribution function f
AB

(E
AB

).

5.2.3. The asynchronous mechanism

The asynchronous concerted mechanism can be described similarly to the

sequential mechanism. The diŒerence is that the decay angle h is not equally

distributed. Of course, this diŒerence can be felt only in the second fragmentation step,

so that without further considerations the kinetic energy distribution for fragment C

is given by the same expression as in equation (64).

For the second fragmentation step, the explicit form of the decay angle distribution

function f h ( h ) has to be taken into account in calculating the integral according to

equation (57 b), so that in general the kinetic energy distribution has to be calculated

numerically. The integration limits remain unchanged, because they do not depend on

the speci® c form of f h ( h ). The kinetic energy distribution for fragment A is then given

by

f conc
E

(E
kin, A

) ¯ &
a(Ekin, A)+[ a(Ekin, A) # +b(Ekin, A)] " / #

a(Ekin, A)Õ [ a(Ekin, A) # +b(Ekin, A)] " / #

dE
AB

¬ ( f
AB

(E
AB

) f h [ h (E
kin, A

, E
AB

)]

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin, A

)] " / # * . (73)

Useful trial functions for the parameter distribution functions are again Gaussian

distributions :

f
AB

(E
AB

) E exp 9 ® (E
AB

® E
AB, !

) #

2 D E #
AB

: (74)

f h [ h (E
kin

, E
AB

)] E exp 9 ® ( h (E
kin

, E
AB

) ® h
!
) #

2 D h # : . (75)

In order to ® t the parameter distributions f
AB

(E
AB

) and f h ( h ) to the experimentally

observed kinetic energy distributions’ four ® t parameters h
!
, D h , E

AB, !
and D E

AB
are

to be used.

Tables 3± 5 contain the general relationships between kinetic energy distributions

and parameter distribution in comprehensive form. In the next section some examples

will illustrate the matter discussed above.

5.3. Some examples

5.3.1. The synchronous decay

Some calculated kinetic energy distributions for the fragments A and B, resulting

from the synchronous decay of a symmetric parent molecular ABA, are shown in

® gure 4. As outlined before, Gaussian distribution functions have been used to

simulate the distribution of the bond angle a . A common width of D a ¯ 10 ° has been

applied to distributions about centres a
!

of 60 ° , 90 ° , 120 ° and 150 ° (top to bottom).

The Gaussian parameter distribution yields almost Gaussian, but slightly skewed

kinetic energy distributions, which have lesser widths for smaller bond angles a
!
, due

to the decreasing value of the gradient d a } dE . The scaling of the kinetic energy axis

refers in all cases to the total kinetic energy e (i.e. E
kin

¯ 0 ± 7 means E
kin

¯ 70 % of e ).

The masses of all particles are assumed to be equal (i.e. m
A

¯ m
B
), so that in

accordance with equations (34) and (35) the limiting values of the kinetic energies are

e } 6 % E
kin, A

% e } 2 and 0 % E
kin, B

% 2 e } 3.
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Photo induced three body decay 43

Figure 4. Simulations of fragment kinetic energy distributions for a synchronous decay of a

symmetric parent molecule ABA with m
A

¯ m
B
. The bond angle distribution f a ( a ) was

assumed to be a Gaussian distribution with a width of 10 ° , with distribution centres
a

!
¯ 60 ° , 90 ° , 120 ° and 150 ° , respectively, increasing from the top to the bottom trace.

The mean kinetic energy of fragment A increases with increasing bond angle a , while

the kinetic energy of fragment B correspondingly decreases.

5.3.2. The sequential decay

All subsequently discussed cases, including sequential decays as well as asyn-

chronous concerted decays, have been calculated for atomic fragments (i.e. E
int

¯ 0),

having mass ratios of m
A
} m

B
¯ m

C
} m

B
¯ 5 } 4, if numbers are given. Energies are given

in units of E
av

. For non-atomic fragments which internal degrees of freedom E
av

has

to be replaced by p
!
.

An analytic solution of equation (70) for a sequential decay exists only for two

cases :

(a) for a sharp, delta-like distribution of the energy deposition : f
AB

(E
AB

) ¯
d (E

AB
® E

!
),

(b) if the distribution of the energy deposition is constant in the whole

range for E
AB

: f
AB

(E
AB

) ¯ const. ¯ c
AB

for 0 % E
AB

% E
av

.

The ® rst case is described by a vanishing width of the parameter distribution

( D E
AB

! 0), whereas for the second case the width of the parameter distribution tends

to in® nity ( D E
AB

! ¢ ).

In the ® rst case ( D E
AB

! 0) the integral disappears due to the action of the d -

function in the numerator, and one obtains the following analytical solution for the

kinetic energy distribution of the fragment A :

f
E

(E
kin, A

) £
1

[ ® E #
AB

­ 2a(E
kin, A

) E
AB

­ b(E
kin, A

)] " / #
. (76)
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44 C . Maul and K .-H . Gericke

Figure 5. Simulated kinetic energy distributions of fragment A for a sequential decay with

sharp distribution of the energy deposition E
AB

, with increasing energy deposition values
from top to bottom. The average kinetic energy increases with increasing energy

deposition. The most abundant kinetic energies are found at the edges of the distributions.

Figure 6. Simulation of the kinetic energy distributions of all fragments for a sequential

mechanism with a constant distribution of the energy deposition. All kinetic energy

distributions also have constant amplitudes. Maximum and minimum kinetic energies are
de® ned by the mass ratios of the fragments.

The accessible range for the kinetic energy is restricted by the integration limits in

equation (69). f
E

is an unambiguous function of the two variables E
kin, A

and E
AB

. The

kinetic energy of fragment C is single-valued : E
kin, c

¯ m
AB

} m
ABC

(E
av

® E
AB

® E
int, C

).

The kinetic energy distribution of fragment A is very broad for medium values of the

energy deposition and becomes narrower for large as well as for small values of E
AB

.

For E
AB

¯ 0 and E
AB

¯ 1 it becomes single-valued, too. At the same time the centre of

the kinetic energy distribution is shifted from low to high kinetic energies when

increasing the energy deposition. Since the kinetic energy E
kin, A

for forward and

backward scattering is only negligibly changed for a change in the decay angle, it is

easily understood that the maximum and the minimum values for the kinetic energy at

a given energy deposition E
AB

are the most probable ones. This manifests itself

mathematically in equation (76) by the fact that the denominator vanishes at the

integration limits. Figure 5 illustrates the kinetic energy distributions of fragment A

for three sharply de® ned values of the energy deposition.

In the second case ( D E
AB

! ¢ ), it is obvious from equation (64) that the kinetic
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Photo induced three body decay 45

Figure 7. Simulation of the kinetic energy distributions for fragment B resulting from a

sequential decay. The average energy deposition has been assumed to be 0 ± 5 E
av

. The
width of the parameter distribution increases in going from the top to the bottom trace.

The upper trace corresponds to a sharp distribution, as shown in ® gure 5, whereas the

lower trace describes the constant amplitude case, described in ® gure 6.

energy of fragment C, which is generated in the ® rst decay step, is likewise equally

distributed as the energy deposition E
AB

. For the fragments A and V, resulting from

the second decay step, the numerator of the fraction under the integral in equation (70)

becomes constant and the integration limits are equal to the two poles of the

denominator expression so that the integral yields real values only. Surprisingly,

performing the integration yields constant values for the kinetic energy distributions

of both fragment A and B :

f
E

(E
kin, A

) ¯ const., f
E

(E
kin, B

) ¯ const., f
E

(E
kin, C

) ¯ const. (77)

The accessible ranges for the kinetic energies of the ® nal fragments are determined

by the mass ratios of the fragments, as stated below and as illustrated in ® gure 6 :

0 % E
kin, A

%
m

B
­ m

C

m
ABC

E
av

.

0 % E
kin, B

%
m

A
­ m

C

m
ABC

E
av

.

0 % E
kin, C

%
m

A
­ m

B

m
ABC

E
av

. (78)

After having discussed the limiting cases, we turn to those problems that arise from

`real ’ distributions of the energy deposition. Unfortunately, an analytical solution is

not available for these problems. However, the character of the corresponding kinetic

energy distributions should be intermediate with respect to the `in ® nitely sharp ’ and

the `in ® nitively broad ’ distributions. That this is indeed the case can be seen from

® gure 7, where for the central trace of ® gure 5 (E
AB, !

¯ 0, 5) kinetic energy distributions
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46 C . Maul and K .-H . Gericke

Figure 8. Simulated kinetic energy distributions for all fragments for a sequential decay with
a parameter distribution corresponding to the third trace from the top in ® gure 7.

of particle A have been calculated for diŒerent widths D E
AB

of the parameter

distribution f
AB

(E
AB

). Any one of the depicted kinetic energy distributions has been

calculated by summing up 500 single distributions that were calculated for single

values of E
AB

according to equation (76) after having been weighted by the amplitude

of the distribution function f
AB

(E
AB

). The top traces, for narrow parameter

distributions, resemble the kinetic energy distribution for the delta-like case with

characteristic maxima at the edges of the distribution, whereas the lower traces, for

broad parameter distributions, resemble the constant amplitude distribution, as

discussed immediately before. The agreement of the numerically calculated lower trace

in ® gure 7 with the analytically calculated middle trace in ® gure 6, which show

identical distributions, is excellent. For intermediate widths of the parameter

distribution a smooth transition takes place between the limiting cases. DiŒerent

centres of the parameter distribution show qualitatively the same behaviour [184].

Thus, the following two features of a kinetic energy distribution resulting from a

purely sequential decay have been obtained.

Every sequential decay induces a typical form of the kinetic energy distribution,

which is characterized either by a double maximum at the edges of the distribution,

marking forward and backward scattering for narrow parameter distributions, or by

a (possibly skewed) rectangular shape for correspondingly broad parameter distri-

butions. For none of the investigated cases could a shape be derived that was

qualitatively diŒerent, e.g. resembling a single Gaussian kinetic energy distribution,

without imposing severe restrictions on the internal energy distributions of the

fragments or assuming an at least bimodal parameter distribution. In order to account

for the possible in¯ uence of fragment internal energies, either the experimental set-up

has to allow for measuring internal energies, e.g. by employing a spectroscopic

technique, or the investigated system has to be carefully chosen in order to exclude

internal energy contributions, e.g. if only atomic fragments are generated.

Even for relatively narrow parameter distributions the information about the

centre of the distribution will be lost due to the broadening of the kinetic energy

distribution, resembling the `in ® nitely broad ’ case. Nevertheless, whereas the centre of

the distribution loses some of its signi® cance for broad distributions, the sequential

character of the decay is always fully maintained.

We selected one of the kinetic energy distributions of ® gure 7 (top third, E
AB, !

¯
0 ± 5 and D E

AB
¯ 0 ± 1) and calculated the kinetic energy distributions for all fragments A,

B and C. The results are shown in ® gure 8. The Gaussian distribution of the kinetic
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Photo induced three body decay 47

Figure 9. Simulated kinetic energy distributions of fragment B for an asynchronous concerted

decay. Fragment B is backward scattered with a distribution of the energy deposition
corresponding to ® gure 8. The width of the decay angle distribution f h ( h ) increases from

top to bottom. The upper trace is characteristic for a pronounced backward scattering

while the trace third from the top is equally distributed with respect to the decay angle and
must be classi® ed as being of sequential character. It is identical to the third trace from

the top in ® gure 7. The lower trace corresponds to constant amplitude distributions for

both parameters, the energy deposition E
AB

and the decay angle h .

energy of fragment C results from the proportionality relation of equation (64). The

kinetic energy distribution for fragment B is very similar to the one for fragment A,

except for the total width, which is slightly smaller due to the mass ratio m
A
} m

B
¯

1 ± 25. However, this must be the case for a sequential decay, in fact, for identical masses

of m
A

and m
B

the kinetic energy distributions are also identical.

5.3.3. The asynchronous decay

The diŒerence between the asynchronous concerted decay and the sequential decay

is only due to the distribution function f h ( h ) of the decay angle h , that additionally

appears in the numerator in the integral of equation (73). In the preceding discussion

of the sequential decay, the kinetic energy distributions of ® gure 6 were calculated for

single values of the energy deposition E
AB

. Every value of the kinetic energy in these

distributions corresponds to one and only one value of the decay angle h due to the

unambiguous relationship between these two quantities. Introducing a distribution

function f h ( h ) therefore selects those parts in the kinetic energy distribution that

correspond to the preferred values of h . To obtain the kinetic energy distributions for

the asynchronous concerted decay, the respective distributions for single values of the

energy deposition E
AB

have to be modi® ed in this way, to be weighted by the amplitude

of the distribution f
AB

(E
AB

), similar to the procedure that has been used for the

sequential decay, and to be summed up for all values of E
AB

.

We subsequently employed this procedure in the case of backward scattering of

fragment A. The sets of kinetic energy distributions depicted in ® gures 9± 11 belong to
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48 C . Maul and K .-H . Gericke

Figure 10. Corresponding simulated kinetic energy distributions as in ® gure 9 with identical

start and end points, but a diŒerent transition from the top to the bottom trace. Instead
of increasing the width of the decay angle distribution, here the width of the distribution

of the energy deposition was increased.

Figure 11. Simulated kinetic energy distributions for all fragments for an asynchronous

concerted decay with parameter distributions intermediate between the top two traces in
® gure 9.

the same narrow distribution of the energy deposition E
AB

that caused the purely

sequential distributions of ® gure 8 (E
AB, !

¯ 0 ± 5, 2 D E #
AB

¯ 0 ± 1). In ® gure 9 the

distribution of the decay angle is broadened in going from the top to the bottom trace,

thus the ® rst trace, counting from top to bottom, represents strongly pronounced

backward scattering, whereas the third trace depicts the case with no angular

preference at all, which is of sequential character and has been shown before as the

third trace in ® gure 7. The lower trace represents constant amplitudes of both the

decay angle and the energy deposition.
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Photo induced three body decay 49

The kinetic energy distributions of ® gure 10 show the transition form from

pronounced backward scattering with narrow distribution of the energy deposition to

the case of constant amplitudes for both parameter distributions as well, but contrary

to the set shown in ® gure 9, here the distribution of the energy deposition has been

broadened for a ® xed distribution of the decay angle. It is obvious that start and end

points in the series are identical, but the transition proceeds diŒerently. In general, the

angular anisotropy is more strongly pronounced in the latter set of kinetic energy

distributions. Owing to the larger number of parameters the asynchronous concerted

decay is capable of inducing a larger variety of kinetic energy distributions as the other

two mechanisms discussed before.

Figure 11 is the analogue of ® gure 8 for the asynchronous concerted decay. For a

set of parameter distributions all kinetic energy distributions of the three fragments

were calculated. The parameter distributions were chosen to be similar to the ones used

for calculating the kinetic energy distributions of ® gure 8 : E
AB, !

¯ 0 ± 5, 2 D E #
AB

¯ 0 ± 1,

h ¯ 0 ° and D h ¯ 90 ° . Note that now fragment A is scattered in a forward direction,

whereas fragment B is the one that is scattered backwards, and that the width of the

angular distribution is intermediate between the top two traces depicted in ® gure 9.

This intermediate width preserves the forward scattering character, but at the same

time allows for a wide range of fragment kinetic energies. The eŒect of the forward

scattering character, but at the same time allows for a wide range of fragment kinetic

energies. The eŒect of the forward scattering is clearly seen for fragment A, carrying

preferably high kinetic energy, whereas the distribution for fragment B, being

scattered backwards, peaks at a kinetic energy value below 10 % E
av

. Both kinetic

energy distributions show a low and a high energy `tail ’ , respectively, due to the width

of the decay angle distribution, which allows a small fraction of the fragments to

reverse the directions of motion. The kinetic energy distribution of fragment C is

identical, of course, to the one presented for the sequential decay, since the ® rst

fragmentation step is the same for the two mechanisms.

Although the parameter distributions of the complete sets of kinetic energy

distributions presented do not diŒer very much from each other, the energy

distributions that would be observed in an experiment are not alike at all. Thus, from

experimentally observing the fragment kinetic energy distributions, even subtle

diŒerences in the decay mechanisms can be detected by the kinematic analysis.

We have shown that each fragmentation mechanism induces fragment kinetic

energy distributions that are speci® c for the respective parameter distributions. Vice

versa it is possible to determine the character of the decay mechanism together with the

corresponding parameter distribution having made a few plausible assumptions, e.g.

Gaussian distributions of the parameter values. Every kinetic energy distribution can

be described by the following expression :

f
E

(E
kin

) ¯ A syn f syn
E

(E
kin

, E
int

, a
!
, D a )

­ A seq f seq
E

(E
kin

, E
int

, E seq
AB, !

, D E seq
AB

)

­ Aconc f conc
E

(E
kin

, E
int

, E conc
AB, !

, D E conc
AB

, h
!
, D h ) (79)

Here the A i are the contributions of the pure decay mechanism to the overall process,

which implies that their sum has to equal unity : A syn ­ A seq ­ Aconc ¯ 1. E
kin

and E
int

are quantities that are observable in the experiment, whereas h
!
, D h , E

AB, !
, D E

AB
, a

!
and D a are the quantities characterizing the parameter distributions according to the

previous sections. As outlined before, it does not have to be possible for every three

body decay to unambiguously determine all contributions and the corresponding
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50 C . Maul and K .-H . Gericke

parameters. However in most cases, only one or two of the pure mechanisms will

operate in competition with each other, so that the number of parameters is

signi® cantly reduced, and an unambiguous interpretation of the experiment data

becomes possible. Taking into account the signi® cantly diŒerent shapes of the kinetic

energy distributions, where only slight alterations of the underlying parameter

distributions have been made, we feel that the kinematic analysis will be a powerful

tool in the analysis of the three body decay.

6. Competing fragmentation channels in phosgene photod issociation

For a number of reasons we have applied our approach to the photodissociation

of phosgene (COCl
#
), where a three body decay generates two chlorine atoms and one

carbon monoxide molecule :

COCl
#
­ h m ! CO ­ 2 Cl. (80)

Firstly, owing to the relative simplicity of the parent molecule, the three body

decay products do not possess many internal degrees of freedom that might obscure

the eŒect of the underlying mechanisms. Second, all products are accessible to

experimental observation. Third, the generation of an atomic fragment in the ® rst

bond cleavage, by whatever mechanism, assures the applicability of the model as

presented above. Last, but not least, not much is known about primary photoproducts

from reaction (80), although it possesses signi® cance for tropospheric and strato-

spheric chemistry [185 ± 187].

Phosgene is a planar star-like molecule with a carbon atom in the centre, which is

doubly bound to an oxygen atom and singly bound to the two chlorine atoms. The

ground state is C
# v

with " A
"

symmetry. Phosgene is the fully chlorinated analogue to

formaldehyde (H
#
CO) and, therefore, also resembles the acetone molecule

((CH
$
)
#
CO), both of which are by far better characterized with respect to their

respective photochemical behaviour. The bond length r
C ? O

between the carbon and the

oxygen atom is 111 ± 6 ³ 0 ± 2 pm, while the bond lengths r
C ± Cl

between the carbon the

chlorine atoms amount to 14 ± 6 ³ 0 ± 4 pm. The Cl± C ± Cl bond angle is a ¯ 111 ± 3 ³ 0 ± 1 °
[188, 189].

The rotational constants are A ¯ 0 ± 08049 ³ 0 ± 00002 cm Õ " , B ¯ 0 ± 11675 ³
0 ± 00002 cm Õ " and C ¯ 0 ± 26423 ³ 0 ± 00001 cm Õ " [188, 189]. The eigenvalues of the

normal modes lie between 285 cm Õ " and 1827 cm Õ " and are compiled in table 6. As

expected, the softest vibrational mode is the Cl± C ± Cl bending mode, while the

strongest one is the C ? O stretching mode [190 ± 195]. The soft vibrational modes and

the small rotational constants demand that experiments be performed under the low

temperature conditions a supersonic jet provides, in order to limit the number of

populated states of the parent molecule prior to the photodissociation. Even then, for

moderate cooling to 15 K, the parent will carry angular momentum of C 7 quanta, if

only the rotation about the principal axis is considered, which is the main source of

angular momentum transfer from parent molecule rotation onto the CO fragment. As

a result of the small rotational constants, this contribution is insigni® cant with respect

to the energetics of the photodissociation. However, this excitation needs to be taken

into account in an angular momentum analysis of the process.

The ® rst, weak absorption continuum of phosgene starts at 305 nm and exhibits a

maximum at 232 nm [196 ± 200]. Contrary to the corresponding transition of

formaldehyde it is only weakly structured. Over the entire range of the ® rst continuum

vibrational bands are observed, which are themselves featureless and could be
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Photo induced three body decay 51

Table 6. Normal modes of the phosgene molecule.

Mode Description x (cm Õ " )

m
"

C± Cl symmetric stretch 567

m
#

C ? O stretch 1827

m
$

Cl± C ± Cl symmetric bend 285
m
%

C± Cl antisymmetric stretch 849

m
&

Cl± C ± Cl antisymmetric bend 440

m
’

Cl
#
± C ? O out of plane 582

assigned for the long wavelengths. The vibrational bands become increasingly diŒuse

for shorter wavelengths, which is thought to be due to predissociation of the excited

state.

The absorption in this wavelength range excites phosgene from the X " A
"

electronic

ground state into the ® rst electronically excited A " A
#

state [199]. This transition is

symmetry forbidden and exhibits only a small oscillator strength of f ¯ 1 ± 04 ¬ 10 Õ $ . It

becomes symmetry allowed for a non-planar COCl
#
. Within molecular orbital theory

the transition corresponds to a p * " n excitation of a non-bonding electron into an

antibonding orbital of the CO bond [201]. Apart from an increase in the C ? O bond

length from 116 ± 6 pm to 132 ± 6 pm with a corresponding reduction of the eigenvalue of

the C ? O stretch from 1827 cm Õ " to 1135 cm Õ " , this excitation induces a non-planar

con® guration : the oxygen departs from the molecular plane, reducing the symmetry

group from C
# v

to C
s
. The remaining molecular constants are only insigni® cantly

aŒected [199].

The absorption of a photon in the ® rst absorption continuum transfers su� cient

energy in the phosgene molecule to dissociate it. Below we have compiled the

energetically accessible decay channels for the absorption of a photon with a

wavelength above 200 nm. They can be classi® ed into three groups with chemically

diŒerent products :

two molecular products CO and Cl
#
: COCl

#
­ h m ! CO ­ Cl

#
, (81 a)

a chloroformyl radical and a chlorine atom : COCl
#
­ h m ! COCl ­ Cl, (81 b)

a carbon monoxide and two chlorine atoms : COCl
#
­ h m ! CO ­ 2 Cl. (81 c)

In addition to the three body decay (81 c) two other decay channels can be

operative, which we will call the molecular decay (81 a) and the radical decay (81 b).

The energy of a photon with a wavelength above 200 nm is not su� cient to produce

either electronically excited carbon monoxide or atomic carbon or oxygen. Table 7

lists the possible photoproducts in detail [75, 202].

So far the investigation of phosgene photodissociation [203 ± 205] has been limited

to ® nal product analysis and kinetics. At a photolysis wavelength of 253 nm the CO

quantum yield u
CO

(253 nm) is unit [205]. In experiments where radical scavengers were

added, a sequential three body decay has been postulated, where ® rst a chloroformyl

radical (COCl) and a chlorine atom are produced, with the COCl radical carrying

su� cient internal energy in order to decay into carbon monoxide and a second

chlorine atom [203, 204]. This mechanism has also been suggested from theoretical

calculations [206]. Only very recently has it been possible to directly observe chlorine

atoms in their electronic # P
$ / #

ground state as primary photoproducts at a photolysis

wavelength of 248 nm [207]. In a previous set of experiments we observed both # P
$ / #

ground state and # P
" / #

excited spin± orbit state chlorine atoms at the slightly shorter
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52 C . Maul and K .-H . Gericke

Table 7. Energetically accessible product channels for absorption of a photon with a

wavelength above 200 nm : the molecular, the radical and the three body decay channel.

The latter can produce chemically identical, but physically distinguishable products by
the three decay mechanisms discussed in the text.

Decay Products

Dissociation
energy

(cm Õ " )

Threshold
wavelength

(nm) Remarks

Molecular CO(X " R +) ­ Cl
#
(X " R +

g
) 8 700 1149 ± 4

CO(X " R +) ­ Cl
#
(A $ P

" u
) 26 140 382 ± 6 spin forbidden

CO(X " R +) ­ Cl
#
(B $ P +

! u
) 26 510 377 ± 2 spin forbidden

Radical COCl(X # A « ) ­ Cl( # P
$ / #

) 26 100 383 ± 1
COCl(X # A « ) ­ Cl( # P

" / #
) 26 980 370 ± 6

Three body CO( " R +) ­ Cl( # P
$ / #

) ­ Cl( # P
$ / #

) 28 700 348 ± 4
CO( " R +) ­ Cl( # P

$ / #
) ­ Cl*( # P

" / #
) 29 580 338 ± 1

CO( " R +) ­ Cl*( # P
" / #

) ­ Cl*( # P
" / #

) 30 460 328 ± 3

dissociation wavelengths of 235 nm and 237 nm, respectively, by the REM PIÐ TOF

technique [208]. No evidence of the radical channel was found, and the analysis of the

spin polarization and the spin-selective kinetic energy distributions led us to propose

a concerted, but non-synchronous mechanism to be active rather than a sequential

one, with competing dissociation pathways being responsible for the observed spin-

selectivity. We also predicted a signi® cant internal excitation of the carbon monoxide

fragments.

To complement the previous data we have additionally monitored the CO

fragments by the same experimental procedure and treated the observed kinetic energy

distributions by the kinematic analysis presented in the previous section.

6.1. Experimental methods

A detailed description of the experimental set-up of the experiment has been given

elsewhere [184, 209]. Basically it consists of a home-built single-® eld TOF spectrometer

with a ratio of the acceleration to the drift region of 1 : 2 at a total length of 58 cm. The

spectrometer was evacuated to a base pressure of 10 Õ % Pa (10 Õ ’ mbar) by a 360 l s Õ "

turbo molecular pump and a 500 l s Õ " oil diŒusion pump. Pure phosgene (Messer

Griesheim) was fed into the spectrometer via a supersonic jet, generated in an

inductively driven pulsed nozzle (General Valve). The nozzle diameter was 0 ± 5 mm,

and the valve was operated at a stagnation pressure of typically 2 ¬ 10 % Pa (300 mbar)

and a pulse duration of 250 l s, resulting in an operational background pressure of less

than 10 Õ $ Pa (10 Õ & mbar) at a repetition rate of 10 Hz.

Simultaneous dissociation of phosgene and state-selective detection of the CO

molecules was performed using an excimer laser pumped dye laser (Lambda Physik

LPD 3000, Lambda Physik LPX 605i). The dye laser operated with Coumarin 4± 7 at

a repetition rate of 10 Hz, its output was frequency doubled by a BBO crystal and

focused into the spectrometer by a 200 mm quartz lens. It intersected the molecular

beam at an angle of 54 ° , while the spectrometer formed an angle of 90 ° with the

propagation direction of the laser beam. The angle between the spectrometer axis and

the electric ® eld vector of the linearly polarized laser light could be varied from 0 ° to

90 ° in order to investigate the spatial fragment distribution. The intensity of the laser

light and the particle density in the supersonic beam were carefully controlled to avoid

kinetic energy transfer onto the fragments due to space charge eŒects. The laser
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Photo induced three body decay 53

intensity was typically kept around 200 l J per pulse. The particle density in the

expansion zone was varied in order to investigate the space charge induced distortion

of the TOF pro® les and was kept well below the onset of Coulomb distortion for the

measurements.

The CO fragments were ionized by REMPI, using the B " R + state as resonant

intermediate [210 ± 213]. The employed wavelength around 230 ± 1 nm for realizing this

(2 ­ 1) detection is almost at the maximum of the phosgene absorption spectrum,

where it exhibits a cross-section of 1 ± 2 ¬ 10 Õ " * cm # . Under our detection conditions we

realized a photon ¯ ux of more than 10 " * photons per pulse cm # . As a consequence, the

dissociation as well as the ionization step were saturated, which was con® rmed by the

observation of a quadratic dependence of the ion signal intensity on the laser intensity.

The experimental performance of the set-up was greatly enhanced by operating the

system in three modes : (a) the drift mode, (b) the acceleration mode and (c) the

Doppler mode. In all modes the ions are detected by a double stage multichannel plate

assembly (Galileo) with an active diameter of 40 mm. In the drift mode no acceleration

® eld is applied. In this case the spectrometer consists simply of a drift tube with length

s ¯ 58 cm, and the time of ¯ ight t is inversely proportional to the (laboratory) speed

Š of the ion t ¯ s } Š . After passing a discriminator (FAST 7011), the ion signal is

monitored by a multihit time-to-digital converter (FAST 7885) with a time resolution

that can be varied from 5 ns to 80 ns, and stored in a data buŒer (FAST M CD } PC).

Typical acquisition times for a single TOF pro® le are 3000 s with a total of 3 ¬ 10 & ion

counts. This mode is highly accurate for determining kinetic energies, but insensitive

to slow particles due to the laboratory to centre of mass transformation that has to be

performed when working in a supersonic expansion.

In the acceleration mode the ions are accelerated by a moderate static electric ® eld

of typically 10 $ V m Õ " in the acceleration region and detected after passing the drift

tube. Here the ions are mass selected, and instead of the total speed, the measured

quantity is the velocity component Š
x

along the spectrometer axis, monitored by the

mass peak broadening. A linear relationship between the velocity component Š
x

and

the deviation D t from the centre t
!

of the time of ¯ ight pro® le holds for our

spectrometer geometry :

D t ¯
8t #

!
3s

Š
x
. (82)

Since the velocity component Š
x

is perpendicular to the velocity of the molecular

beam, no laboratory to centre of mass transformation has to be performed in this case.

The ion signal is monitored by a digital oscilloscope (LeCroy 9450). This procedure is

sensitive for all velocities down to zero, but, due to the shorter ¯ ight times, the

accuracy in the determination of kinetic energies is lower than in the drift mode.

Combining the two modes yields experimental data both with the high accuracy of the

drift mode and the completeness of the acceleration mode.

The Doppler mode employs strong acceleration ® elds of the order of 10 % V m Õ " in

order to assure the arrival of all ions that are generated in one laser pulse at the particle

detector. This mode serves for the determination of quantum state populations.

Although the Doppler broadening of the spectral lines has not been used for obtaining

kinetic energy distributions due to the much lower accuracy compared to the

evaluation of the TOF data, it is a most welcome tool to check for the correctness of

the kinetic energy distributions, derived from the TOF measurements, by an

independent method.
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54 C . Maul and K .-H . Gericke

Figure 12. Experimentally observed Q branches of the 0± 0 and the 1± 1 bands of the B " X

transition of CO resulting from the photodissociation of phosgene at 230 nm. The

intensities have been normalized with respect to the laser power. The rotational overlap
in the 1± 1 band is due to predissociation of the CO B state in Š ¯ 1. The arrows mark

the states for which time of ¯ ight data have been obtained in order to derive the respec-

tive quantum state resolved kinetic energy distributions. The numbers are explained in
table 6.

All three operational modes were calibrated with respect to their accuracy in

determining kinetic energies by the well-characterized photodissociation of HI

[212 Ð 216] at 243 nm and of molecular Cl
#

[212, 213, 217± 223] at 308 nm, monitoring

H [224 ± 226] and Cl [226 ± 228] fragments, respectively. The experimentally determined

values are in excellent agreement with the values that were calculated from the

spectrometer geometry. The kinetic energy resolution is energy dependent and is

approximately 5 % for the energy values encountered here, which has been

experimentally veri® ed by the Cl
#

dissociation data. Moreover, for the acceleration

mode it was carefully checked that data from varied acceleration conditions yielded

identical results. For all acquisition modes, the background signal was monitored

immediately after each measurement, with the laser delayed with respect to the gas

pulse under otherwise identical conditions and subtracted from the previously

obtained TOF pro® le. Further data processing was performed by a personal computer.

6.2. Experimental results

6.2.1. Doppler spectra

Figure 12 shows the 0± 0 and the 1± 1 bands of the CO(B " X) transition after

normalization with respect to the laser power. Both bands consist of a very intense Q

branch only. O and S branches were observed as well, but with very weak intensities,

while P and R branches are absent for two-proton R ± R transitions [229 ± 230]. Owing

to the very small diŒerence for the rotational constants B « ¯ 1 ± 912 cm Õ " of the B state

and B § ¯ 1 ± 9313 cm Õ " of the ground state, intense blue-shaded bandheads are

observed. No signal in the wavelength range of the 2± 2 band was observed, neither for
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Photo induced three body decay 55

Table 8. Quantum numbers and wavelength positions for the six transitions that have been

studied by the time of ¯ ight measurements.

Pro ® le Wavelength (nm) Š J

1 230 ± 049 0 0

2 229 ± 981 0 31
3 229 ± 826 0 61

4 230 ± 208 1 14

5 230 ± 167 1 34
6 230 ± 137 1 44

CO+ nor for any one of the possible ionic fragments O+ or C+. However, due to the

predissociation of the B state of CO for Š & 2, product generation in higher vibrational

states cannot be ruled out. It can easily be seen from ® gure 12 that already the 1± 1 band

is aŒected by predissociation : rotational lines overlap due to their short lifetime

broadening, and around J « ¯ 18 an additional perturbation causes an irregular

intensity distribution.

The spectra of ® gure 12 were recorded using linearly polarized laser light. Rotating

the plane of polarization by 90 ° with respect to the spectrometer axis did not result in

changes of intensities or shapes of single lines or the entire spectrum.

Both vibrational bands exhibit a strong rotational excitation up to J ¯ 64 for

Š ¯ 0 and J ¯ 55 for Š ¯ 1. Since parent molecule rotation is largely suppressed by the

supersonic expansion, the angular momentum of the CO product must be generated

in the dissociation process. Higher rotational states (J & 30) of the 0± 0 band have

separated Doppler broadened lines with a width signi® cantly broader than the laser

linewidth of 0 ± 2 cm Õ " , and serve therefore as an independent test for the correctness of

the kinetic energy distributions obtained from the TOF pro® les.

TOF pro® les were obtained at diŒerent wavelength positions (marked by arrows

in ® gure 12 and listed in table 8) in both the acceleration and the drift modes. Thus,

( Š , J )-state selective kinetic energy distributions of the recoiling CO product were

obtained.

The 0± 0 band additionally exhibits a very intense ion signal for low rotational

levels at the bandhead. The intensity of these overlapping lines (J ¯ 0, 1, 2) are well

described by a Boltzmann distribution with a temperature parameter of 15 K. The

good agreement of this simulation with the experimental data indicates that this part

of the spectrum is not due to nascent CO products from the photolysis of phosgene but

due to CO impurities that were cooled to 15 K in the supersonic expansion. Therefore,

this part of the spectrum serves as a `thermometer ’ , to determine the initial

temperature of the phosgene parent prior to dissociation.

6.2.2. Rotational populations

The molecular constants of the X and B states of CO are su� ciently well-known

to calculate the line positions of the rotational transitions in the 0± 0 and the 1± 1 bands

and to simulate the spectra. The spectra width of the rotational lines, due to Doppler

broadening and laser linewidth, can be determined from the separated high J lines. If

this width is considered to be essentially constant for all J, which in good

approximation is the case, then the amplitude of every transition is a measure of the

integrated line intensity, which in turn is proportional to the (2J ­ 1)-fold degeneracy

of the lower populated state [230, 231].
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56 C . Maul and K .-H . Gericke

Figure 13. Rotational state population of CO in Š ¯ 0 from the photodissociation of phosgene
as analysed from the spectrum in ® gure 12. The distribution is neither thermal nor

statistical.

Figure 14. Rotational state population of CO in Š ¯ 1 from the photodissociation of

phosgene. Due to the rotational overlap intervals containing ® ve rotational states have

each been evaluated rather than single rotational states.

A sum of Gaussian functions I( m ) with centres m
!
(J ) and a common width D m was

® tted to the observed spectrum of the 0± 0 band :

I( m ) ¯ 3
J

A(J ) exp 9 ® ( m ® m
!
(J )) #

2 D m # : , (83)

where the amplitudes A(J ) describe the intensities of the transitions. The ap-

proximation of the lineshapes by Gaussian functions is justi® ed, since the TOF data
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Photo induced three body decay 57

yield a broad kinetic energy distribution, which, although not Boltzmann, give rise to

almost Gaussian Doppler lineshapes. The population of the rotational states for

Š § ¯ 0 is shown in ® gure 13. The distribution peaks at J ¯ 43 and it can neither be

characterized by a temperature nor by a statistical model. The mean rotational

excitation is 3240 cm Õ " , which is proof of the dynamic generation of angular

momentum in the dissociation process.

The procedure was modi® ed for determining the rotational population of the 1± 1

band, because the rotational lines are not separated from each other and their width

is unknown. In the analysis of the spectrum we considered the intensities of intervals

containing 5 rotational levels each and compared the intensities of those intervals to

each other. Using this approach we obtained the rotational population for Š § ¯ 1

shown in ® gure 14, which is similar to the one for Š § ¯ 0. The maximum is found

around J § ¯ 37, and the mean rotational energy is 1650 cm Õ " . This shift to lower

energies amounts to 73 % of the vibrational energy.

6.2.3. Time of ¯ ight pro® les

The acceleration TOF pro® les that were observed for the marked positions of

® gure 12 are shown in ® gures 15 and 16. With the exception of pro® le 1, which was

recorded at the bandhead of the 0± 0 band, all pro® les exhibit two characteristic

maxima, which are caused by forward and backward ¯ ying particles in conjunction

with ion ¯ y-out (particles that miss the detector due to high velocity components

perpendicular to the spectrometer axis). The presence of ion ¯ y-out is proved by the

lower ion intensities at the centres of the TOF in comparison to the wings and implies

the generation of fragment velocities higher than the ratio of the TOF t
!

from the

ionization spot to the detector and the detector radius r
D

, which in our case (t
!

¯ 20 l s,

r
D

¯ 2 cm) amounts to 1000 m s Õ " . The fragments missing due to ¯ y-out are accounted

for in the data analysis procedure presented below, which has been previously outlined

in more detail [184, 208].

Pro® le 1 proves the previously postulated CO impurity. The width of the pro® le of

25 ns corresponds to the duration of the laser pulse and can therefore be evaluated in

order to obtain an upper limit for the particle velocity. Employing equation (82) one

obtains the upper limit to be as low as 100 m s Õ " . This low velocity cannot be caused

in the dissociation process, but corresponds to a mean particle velocity of CO at a

temperature of 13 K, a value that agrees closely with the rotational temperature from

the simulation of the strong 0± 0 bandhead signal. However, a more detailed analysis

of the pro® le yields a very small fraction of fast CO fragments, which manifest

themselves in the tails of the pro® le that only slowly approaches the baseline for large

deviations D t from the centre t
!

of the pro® le. W hile this fraction cannot be analysed

quantitatively in the acceleration mode due to the much larger number of slow

particles, this will be possible in the drift mode, since the numerous slow jet-cooled

particles that dominate the signal in the acceleration mode miss the detector due to the

collective velocity of the molecular beam. However in this case it is not possible to

make use of the complementary sensitivities of the two modes for high and low energy

particles, and one is left with the observation of the high energy particles only.

The remaining ® ve acceleration TOF pro® les have two additional features to be

considered. First, for increasing rotational and vibrational excitation of the fragments

a smaller width of the TOF pro® les is found. This observation corresponds to a

decreasing kinetic energy content for increasing internal energies of the fragments.

This eŒect is also seen for the Doppler broadening, but is small enough not to aŒect
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58 C . Maul and K .-H . Gericke

Figure 15. Acceleration time of ¯ ight pro® les for the three states in Š ¯ 0. The solid lines in 2
and 3 result from smoothing the raw data. Note the marked diŒerence between pro® le

number 1 and all other observed acceleration time of ¯ ight pro® les.

the accuracy of the determination of the rotational state population, which assumed

a common width for all rotational levels. Second, some pro® les have a third maximum

at the centre, which gives rise to a bimodal kinetic energy distribution. We very

carefully considered any possible explanation that might mark these maxima as

artefacts : collisions of the ionized CO with other particles, simultaneous excitation of

neighbouring rotational levels with selection of diŒerent velocity components along

the spectrometer axis, fragmentation of the ionized parent molecular ion, non-

resonant ionization of CO, wall collisions of the ionized CO, and clustering of

phosgene in the supersonic expansion. Each of these hypotheses results in diŒerent

experimentally observable eŒects on the shape of the TOF pro® les and can be

investigated by changing the experimental parameters, as there are the stagnation

pressure of phosgene prior to the expansion, laser intensity and wavelength. For none

of these parameters were the expected variations in the shape of the TOF pro® le

observed. Moreover, it is not plausible that only some rotational levels should be

aŒected in the present experiments which were conducted under identical conditions

for all rotational levels investigated. Therefore, being forced to reject all of the
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Photo induced three body decay 59

Figure 16. Acceleration TOF pro® les corresponding to ® gure 15 for Š ¯ 1.

arguments discussed above the third maxima are characteristic for the dynamics of the

decay process, and the corresponding bimodalities are real.

Some of the corresponding drift TOF pro® les are shown in ® gure 17 after

background correction. Here, the pro® le 1 observed at the 0± 0 bandhead is not

qualitatively diŒerent from the other pro® les, as was the case for the acceleration

data. The reason is that the large number of cold CO molecules that were responsible

for the diŒerences in the acceleration pro® les do not impinge on the detector due to

their low velocities and the comparatively high collective velocity of the molecular

beam perpendicular to the spectrometer axis.

6.2.4. Kinetic energy distributions

The independence of the shapes of the TOF and the Doppler pro® les of the

polarization direction of the laser indicates an isotropic fragment distribution. Since

the excited " A
#

state of phosgene is not repulsive, possible pathways to dissociation are

either internal conversion in high vibrationally excited levels of the electronic ground

state or vibronic predissociation via the " B
#

state [208]. Both pathways are slow and

involve an internal energy redistribution which requires a long time when compared to
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60 C . Maul and K .-H . Gericke

Figure 17. Drift TOF pro® les for three states in Š ¯ 0 and one state in Š ¯ 1.

a direct fragmentation mechanism on a time-scale of some 10 fs. During this time the

original alignment of the parent molecule that has been induced by the absorption of

linearly polarized light is lost due to the rotational excitation remaining in the parent

molecule after the supersonic expansion. The time period for a full rotation of the

phosgene parent about one of its principal axes of inertia is estimated to be

approximately 50 ps, taking into consideration a remaining thermal energy cor-

responding to 15 k. This is also the lower limit for the lifetime of the excited phosgene

molecule.

The data evaluation procedure for obtaining kinetic energy distributions from the

combined acceleration and drift TOF pro® les makes implicit use of the isotropic

fragment distribution [184]. In the absence of ion ¯ y-out for the acceleration

measurements, due to the linear relationship (82) between the measured quantity, the

¯ ight time deviation D t from the centre of the TOF pro® le t
!
, and the velocity

component Š
x

along the spectrometer axis, the TOF data evaluation procedure is

identical to the evaluation procedure for Doppler pro® les, with D t replacing D m , the

Doppler shift, and t
!

replacing m
!
, the line centre. In particular, an isotropic single-

valued velocity distribution yields a rectangular pro® le and a Boltzmannian

distribution manifests itself in a Gaussian TOF pro® le. W hile for the given geometry

no laboratory to centre of mass transformation is required, ion ¯ y-out must, however,
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Photo induced three body decay 61

Figure 18. Complete kinetic energy distributions for all investigated states from the analysis

of the combined acceleration and drift TOF data, as described in the text. The y axis is
scaled with respect to the abundance of CO molecules in kinetic energy intervals of

200 cm Õ " width. For state 1 only the drift data have been observed. Therefore, kinetic

energy values below 3000 cm Õ " cannot be shown.

be accounted for, which can best be done by an iterative procedure as previously

described [184, 208]. In contrast, for the drift measurements the laboratory to centre of

mass transformation is essential. In short, the procedure followed here was to ® rst

convert the drift data to highly accurate velocity distributions which are characteristic

of the high energy particles, but lack information about slow particles. Second, the

iteration procedure yielded complete velocity distributions from the acceleration data

with a lower degree of accuracy, which were subsequently adjusted within the

experimental error (mainly resulting from the ® nite duration of the laser pulse) to

match the drift data. Finally, the accurate and complete velocity distributions were

converted to the desired kinetic energy distributions.

Following this procedure, the kinetic energy distributions of ® gure 18 were

obtained. For pro® le 1, where the low energy fragments could not be observed due to

the dominance of the jet-cooled CO impurity, only the drift data were evaluated.

Therefore, only kinetic energy values above 3000 cm Õ " appear in the kinetic energy

spectrum.
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62 C . Maul and K .-H . Gericke

Table 9. Quantum state speci® c energy forms and contents for all investigated states from

table 6. J and Š are the rotational and the vibrational quantum numbers, respectively, E
rot

and E
vib

the corresponding internal energies. E-
kin, CO

is the average value for the CO
fragment distributions of ® gure 18. E-

kin, Cl
, the quantum state speci® c mean kinetic energy

of the Cl atoms, was calculated from the diŒerence of the available energy and the sum

of all other energies, based on the generation of two ground state chlorine atoms. The f

values accounts for the relative participation of the respective energy form in the energy

partitioning.

Pro® le J Š E
rot

E
vib

E-
kin, CO

E-
kin, Cl

Ea
kin, tot

f
rot

f
vib

f
kin

1 0 0 0 0 (5740) (4520) 14 780 0 ± 00 0 ± 00 1 ± 00

2 31 0 1910 0 3450 4710 12 870 0 ± 13 0 ± 00 0 ± 87
3 61 0 7300 0 2350 2565 7 480 0 ± 49 0 ± 00 0 ± 51

4 14 1 420 2170 3390 4400 12 190 0 ± 03 0 ± 15 0 ± 82

5 34 1 2370 2170 3100 3570 10 240 0 ± 16 0 ± 15 0 ± 69
6 44 1 3930 2170 2960 2860 8 680 0 ± 27 0 ± 15 0 ± 58

The transformation of the TOF pro® les in kinetic energy distributions leads to a

much higher density of data points for low energies as compared to higher energies. In

order to avoid a higher weight of the low energy amplitudes in the ® t procedure, we

calculated mean values for a standard size interval of fragment kinetic energy, before

actually performing the ® ts. The size of these intervals has been chosen small enough

to keep su� ciently many data points for the ® t procedure, i.e. signi® cantly more than

adjustable parameters, but not smaller than the kinetic energy resolution of the

apparatus, which in the investigated energy range was of the order of 200 cm Õ " .

The data extracted from the fragment energy distribution are compiled in table 9.

For each investigated state the mean kinetic energy has been determined. For CO in

Š ¯ 0. J ¯ 0 the contribution of slow molecules was assumed to be constant below

3000 cm Õ " . The resulting speculative character of the obtained value of the mean

kinetic energy for this state is marked by parentheses in table 9. High internal CO

excitation coincides plausibly with low CO kinetic energy contents. Correspondingly

a broad range for the respective mean kinetic energies of the Cl partner fragments must

be observed. These were calculated from the energy amount by which the total

available energy exceeds the sum of the CO energies in all degrees of freedom, based

on the assumption that two ground state chlorine atoms with equal mean kinetic

energies will be produced.

6.3. Fragmentation channels

For each one of the six kinetic energy distributions an individual ® t was performed

for the parameter values that characterize decay channels (equation (81)). First, we

tried to achieve a satisfactory agreement by considering single mechanisms only. The

agreement of the results of these attempts with the experimentally derived distributions

is in general poor. Only for the asynchronous concerted case could a qualitatively

satisfactory agreement be achieved, in that a bimodality can be simulated, but neither

the positions nor the widths of the two maxima are produced correctly. Therefore, it

seems most likely that competing mechanisms operate, as will be discussed below in

further detail.

The contribution of more than one dissociation channel was accounted for using

equation (79), ® tting the respective parameters and amplitudes. We present the results

of this ® t procedure for CO ( Š ¯ 1) in ® gure 19, while all results are compiled in table
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Photo induced three body decay 63

Figure 19. Fit of the decay models (solid lines) to the experimentally observed data (asterisks).

The contributions of the synchronous and asynchronous concerted mechanisms and the
sum of both are shown together in one graph for each state. The contribution of the

synchronous mechanism are the high energy distributions for all states shown. The

arrows mark the limiting energy that separates the three body from the molecular decay
channel. The contribution of the molecular channel is insigni® cant.

10. Experimental data are shown as asterisks and the contributions of each decay

channel as well as the sum of all contributions as solid lines. The agreement between

the calculated data and the experiment is very good qualitatively as well as

quantitatively, if competing pathways are considered. A minor discrepancy remains in

the high energy part of the spectrum and is due to the resolution of our apparatus and

to the neglect of the insigni® cant contribution of the molecular channel.

6.3.1. The principal channel : asynchronous mechanism

One can draw some important conclusions about the decay mechanism from a

qualitative discussion of the kinetic energy distributions displayed in ® gure 18. The

dominating features are two maxima : a weakly pronounced maximum at very low

energies and a more strongly pronounced maximum at higher energies that reaches to

the limiting energy which indicates the onset of the molecular regime. The distributions

resemble those previously presented simulated kinetic energy distributions with a
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64 C . Maul and K .-H . Gericke

narrow distribution of the energy deposition E
AB

(here : E
COCl

) and a broad distribution

of the decay angle h . The double maximum is due to the narrow energy deposition

distribution, since a broader distribution allows the corresponding kinetic energy

distribution to appear increasingly unstructured. The dominating high energy peak is

evidence of the CO molecule being principally forward scattered, whereas the more

weakly pronounced low energy maximum proves a non-negligible participation of

backward scattered CO fragments also. From these considerations we expect a broad

distribution of the decay angle h around a value of 180 ° . The angle h is de® ned with

respect to the direction of motion of the second chlorine atom rather than the direction

of the CO fragment, with the meaning of backward and forward scattering being

reversed.

The quantitative analysis of the kinetic fragment energy distributions yields a

principal contribution of the asynchronous concerted channel with the parameter

values listed in table 10, which agree closely with the qualitative considerations in the

preceding paragraph. Accordingly the contribution of the asynchronous concerted

channels accounts for approximately 80 % of all decay processes, with a standard

deviation of 20 %. No tendency for a change of this value is found for changes in the

internal excitation of the CO fragments. The intermediate COCl particle, which exists

only in the very short period between the ® rst and the second C± Cl bond cleavages,

carries on average 10 % more of the total available energy E
av

as internal excitation

than is eventually found as internal energy of the CO product. The kinetic energy

release in the second step is therefore small and does not signi® cantly in¯ uence the

kinetic energies of the ® nal fragments. Due to the forward scattering the CO increases

its kinetic energy by a small amount, whereas the kinetic energy of the chlorine atom

from the second decay step is accordingly decreased. Owing to its large mass, the

velocity of the COCl intermediate is always small, too, so that a large fraction of slow

chlorine atoms is expected from the CO kinetic energy data. However, the decay angle

distribution is very broad and, thus the opposite case, forward scattered chlorine

atoms and backward scattered CO molecules, contributes to a non-negligible extent,

giving rise to the low energy maximum in the CO fragment kinetic energy distribution.

This interpretation also supplies a physically meaningful and plausible explanation for

the previously discussed third maxima observed in the acceleration TOF data.

The parameter distributions for the asynchronous concerted decay channel are

depicted in ® gure 20 for the CO state with Š ¯ 0, J ¯ 61. The width of the decay angle

distribution calls for some re¯ ection on the distinction between the sequential and the

asynchronous concerted decay mechanisms. Although every possible decay angle is

realized in the phosgene dissociation, including those where the two decay steps are

independent of each other, we will not consider the process to proceed sequentially.

The reason is that there are diŒerent weights for every decay angle. Accordingly the

independence criterion is not ful® lled for all decay processes, but only for selected

ones, which is insu� cient in order to call the process sequential.

While no information on the lifetime of the excited phosgene parent molecule is

available from the parameter values (although we have discussed this issue before in

the context of the isotropy of the dissociation process) it is obvious that the lifetime of

the COCl intermediate cannot exceed its mean rotational period, since otherwise the

decay angle h would be equally distributed and the process would be sequential.

Therefore, an upper limit for the COCl lifetime is obtained from comparison with its

rotational period. Since there is no information obtained on the angular momentum

of the COCl radical or its geometry, we rather crudely approximated a value of
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Photo induced three body decay 65

Figure 20. Parameter distribution of the energy deposition and the decay angle, obtained from
the ® t procedure for the CO state with J ¯ 61 and Š ¯ 0. Note the very broad angular

distribution and the narrow distribution for the energy deposition centred at values only

slightly above the CO internal excitation, which is denoted by arrows.

s
COCl

¯ 50 ps for low rotational excitation (J ¯ 1) and a linear geometry. This value

is based on an estimated moment of inertia of 8 ¬ 10 Õ % " kg m Õ # . Taking into account

the non-planar conformation of phosgene in the excited " A
#

state, the small rotational

constants of COCl and COCl
#

and the high rotational excitation of the CO fragments,

we are convinced that the actual angular momenta are much higher and a lifetime s
COCl

in the order of 1 ps seems to be a more realistic value.

6.3.2. The secondary channel : synchronous mechanism

The main features of the kinetic energy distributions are well reproduced by the

asynchronous concerted mechanism as discussed in the previous section. For high

kinetic energies just below the limiting energy to the molecular regime, however, a

satisfactory agreement is not achieved. This energy range can be much better described

by contributions from the synchronous mechanism. A moderate excitation of the

Cl± C ± Cl bending mode is su� cient in order to close the gap between the calculated

distribution on the basis of solely the asynchronous concerted mechanism and the

experimental data. The reason is that, due to the projection of the chlorine atom

velocities on the axis of motion of the CO fragment, large changes in the (small) bond

angle correspond to only minor changes in the (high) CO fragment recoil velocities.

The participation of the synchronous channel is 17 % on average with a standard

deviation of 13 %. The exact values are again listed in table 10. The mean bond angle

of the excited phosgene molecule at the decay time is 107 ° . This value is very close to

the 111 ° Cl± C± Cl bond angle of the excited phosgene, which is exactly the same as the
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66 C . Maul and K .-H . Gericke

Table 10. Results from the ® t procedures simulating the kinetic energy distribution for the

transitions 1± 6. The amplitudes A contain the contributions of the respective mechanisms

in the overall decay process, E
int, CO

is the internal energy of the observed CO state, E
AB, !and D E

AB
are the parameters describing the distribution of the energy deposition for the

sequential and the asynchronous concerted mechanisms, h
!

and D h describe the decay

angle distribution for the asynchronous concerted mechanism, and a
!

and D a describe the
bond angle distribution for the synchronous concerted mechanism. All energies are given

in units of the available energy E
av

, all angles in degrees, the distribution widths are 1 r .

Additionally the diŒerence between the centre of the energy deposition distribution E
AB, !and the internal energy E

int, CO
of the CO fragment are indicated, and also, where

applicable, the respective mean values averaged over the observed quantum states. If the

average values are mechanism speci® c, they have been weighted with the respective
amplitudes A.

1 2 3 4 5 6 Mean

E
int, CO

0 ± 00 0 ± 13 0 ± 49 0 ± 20 0 ± 31 0 ± 41

Aconc 64 % 95 % 62 % 81 % 94 % 89 % 81 %

Asyn 35 % 5 % 35 % 17 % 4 % 8 % 17 %
Amol ! 1 % 0 % ! 3 % ! 2 % ! 2 % ! 3 % ! 2 %

E
AB, !

0 ± 19 0 ± 27 0 ± 56 0 ± 22 0 ± 47 0 ± 56

D E
AB

0 ± 05 0 ± 13 0 ± 06 0 ± 10 0 ± 15 0 ± 13 0 ± 10
E

AB, !
® E

int, CO
0 ± 19 0 ± 14 0 ± 07 0 ± 02 0 ± 16 0 ± 15 0 ± 12

h
!

180 ° 190 ° 184 ° 182 ° 182 ° 187 ° 184 °
D h 130 ° 190 ° 183 ° 231 ° 215 ° 160 ° 187 °
a

!
115 ° 98 ° 111 ° 112 ° 67 ° 68 ° 109 °

D a 31 ° 29 ° 37 ° 30 ° 32 ° 34 ° 34 °

value for the ground state [199]. This is a common feature for this class of molecule,

and is also known for formaldehyde (H
#
CO) [232] and thiophosgene (CSCl

#
) [233].

The width of the bond angle distribution is 33 ° on average and accounts for a

signi® cant excitation of the m
$

Cl± C ± Cl bending mode. W e did not attempt to

quantitatively determine this excitation, since the potential energy surface for this

mode is unknown and the harmonic oscillator approximation is inappropriate for this

large excitation. That the excitation is indeed large can be seen from the comparison

with the zero point amplitude which we estimated to be 5 ° , approximating the bending

vibration by a linear oscillation of the two Cl atoms with the force constant of the

bending mode.

6.3.3. The negligible channel : molecular decay

The additional energy from the bond energy of the chlorine molecule makes the

molecular decay channel special, in that the CO fragments must possess a higher

kinetic energy than the CO products generated by mechanisms producing two chlorine

atoms :

Emol
kin, CO

¯
m

Cl
#

m
COCl

#

(E
av

­ E
diss, Cl

#

® E
int, Cl

#

® E
int, CO

). (84)

The expression E
diss, Cl

#

® E
int, Cl

#

is always greater than zero, because otherwise the

chlorine molecule would dissociate into two separated atoms. The limiting kinetic

energy for the molecular channel is therefore given by

E limit
kin, CO

¯
m

Cl
#

m
COCl

#

(E
av

® E
int, CO

). (85)
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Photo induced three body decay 67

This limiting energy depends on the internal excitation of the observed CO fragment

and separates the molecular regime from the three body regime. In ® gure 19 it is

marked by arrows. Kinetic energies higher than the limiting energy, i.e. on the right

side of the arrow, correspond to the molecular channel. In no case did the integration

of the experimental data in the corresponding high energy parts of the observed kinetic

energy distributions yield a contribution of more than 3 % for the molecular decay.

The detailed data can be found in table 10.

We believe, however, that the molecular channel does not contribute at all to the

overall decay, and that the amplitudes should better be regarded as upper limits for the

following reasons. First, the resolution of C 5 % of our apparatus has not explicitly

been taken into account by a deconvolution procedure for the experimental data. A

respective forward convolution of the calculated kinetic energy distributions corres-

pondingly leads to kinetic energy values above the limiting energy, which is exactly

the observed eŒect, without implying the generation of a chlorine molecule. Second,

the energetic range of the molecular regime, where we observed non-zero values, is

very narrow compared to the dissociation energy of the chlorine molecule : E
diss, Cl

#

¯
20 000 cm Õ " . If the participation of the molecular channel were real, this would mean

that very high internally excited chlorine molecules would be produced exclusively,

with the internal excitation close to the dissociation limit, a scenario which is very

unlikely.

In conclusion, the total decay process can be characterized as being contributed to

by two competing mechanisms. The principal mechanism is the asynchronous

concerted three body decay and occurs approximately ® ve times as often as the

secondary mechanism, the synchronous three body decay. The characteristic features

of the synchronous channel is a decay via the equilibrium con® guration of the excited

state with a signi® cant excitation of the m
$

bending model, while the asynchronous

mechanism produces mostly forward scattered CO molecules after only little excitation

of the COCl intermediate. The COCl lifetime should be of the order of 1 ps.

6.4. Angular momentum analysis

In numerous cases the angular momentum analysis yields detailed insight into the

mechanism of a chemical reaction. If the angular momentum prior to the reason is

known, then by monitoring the rotational state populations of the reaction products

one can obtain information about the orbital angular momentum of the system after

the reaction has taken place, which in turn allows the impact parameter to be

determined, since the sum of the rotational and the orbital angular momenta of the

products has to be equal to the initial angular momentum of the reactants.

If a reaction produces more than two fragments, then, in general, the angular

momentum analysis is not as powerful as compared with the two product case, due to

the underdetermined kinetic equations. Moreover, the concept of orbital angular

momentum is not applicable in those cases where no preferred direction of motion

exists. In most cases only statements concerning upper and lower limits of angular

momenta can be made. For the three body decay of phosgene diŒerent rotational

states might be populated by identical decay parameters, depending on the values for

the C ? O bond length r
C ? O

, the Cl± C ± Cl bond angle a and the out-of-plane angle b .

Nevertheless, the photodissociation of phosgene is a system where the angular

momentum analysis allows more than simply proving the absence of contradictions

between the experimentally observed data and the conclusions drawn. First, the two
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68 C . Maul and K .-H . Gericke

atomic fragments carry a negligible amount of angular momentum in comparison to

the CO rotational excitation. Second, at least for the synchronous mechanism, the

orbital angular momentum is unambiguously de® ned, since the direction of motion of

the CO fragment is a reference axis for all produced fragments. In this favourable case

the conservation of angular momentum can be written as

J
COCl

#

¯ J
CO

­ J( " )
Cl

­ J ( # )
Cl

­ L, (86)

where J
COCl

#

describes the rotational excitation of the phosgene parent prior to

dissociation, J
CO

, J( " )
Cl

and J ( # )
Cl

describe the product rotational angular momenta, and

L denotes the orbital angular momentum with respect to the motion axis of the CO

molecule. The angular momenta of the chlorine fragments as well as the initial angular

momentum of the parent are small, the ® rst because of the atomic nature of the

fragments, the second because of the rotational cooling in the supersonic expansion.

Therefore, to a good approximation the following relationship holds :

J
CO

­ L E O resp. J
CO

¯ r J
CO

r E r L r ¯ L . (87)

Since J
CO

is an observable quantity, L is easily determined, and from the knowledge of

the orbital angular momentum of the system one obtains restrictions for the molecular

geometry at the decay time with respect to the above-mentioned quantities r
C ? O

, a and

b . In order to evaluate these restrictions, one needs to take a closer look at the orbital

angular momentum of the phosgene system.

The orbital angular momentum of a two body system is in general de® ned as

L ¯ l Š b, (88)

where l is the reduced mass, Š the relative fragment velocity and b the impact

parameter of the system. If only the synchronous three body decay is taken into

consideration, the respective quantities have simply to be de® ned with respect to the

symmetry axis of the molecule, which is at the same time the direction of motion of the

CO fragment. This procedure results in taking into account only those components of

the Cl fragment velocities that are parallel to the CO axis of motion. Subsequently we

will discuss in more detail the quantities in equation (88).

The reduced mass l is given by considering the corresponding two body decay into

a CO molecule and a Cl
#

`quasi ’ molecule :

l ¯
2m

Cl
m

CO

m
COCl

#

¯ 20 amu. (89)

The relative fragment velocity is obtained from summing up the absolute value Š
CO

of the CO fragment velocity and the Cl fragment velocity component Š
Cl

along the CO

axis of motion :

Š ¯ Š
CO

­ Š
Cl

¯ Š
CO 0 1 ­

m
CO

2m
Cl
1 . (90)

The impact parameter b is the projection of the distance between the carbon atom

and the centre of mass of the CO molecule. For the synchronous decay it is only
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Photo induced three body decay 69

diŒerent from zero if the molecular geometry becomes non-planar. Then the impact

parameter depends in the following way on the out-of-plane angle b :

b ¯ r
C ? O

m
O

m
CO

sin b , (91)

where r
C ? O

is the length of the C ? O bond and m
O

and m
CO

are the masses of the

oxygen atom and the CO molecule, respectively. Note that for b ¯ 0, describing a

planar molecule, the impact parameter vanishes in agreement with the preceding

paragraph.

Combining equations (89) ± (91) one obtains the following expression for the

orbital angular momentum L :

L ¯
2m

Cl
m

O

m
COCl

#

0 1 ­
m

CO

2m
Cl
1 Š

CO
r
C ? O

sin b . (92)

For the synchronous decay the orbital angular momentum is therefore unam-

biguously determined by the geometry and the energetics of the system. The number

n of angular momentum quanta is given by

n ¯
L

ò
¯

2m
Cl

m
CO

ò m
COCl

#

0 1 ­
m

CO

2m
Cl
1 Š

CO
r
C ? O

sin b . (93)

Thus, it is possible to draw conclusions on the parent molecule geometry from the

observation of angular momenta as well as to predict the rotational excitation of the

CO fragment from a given decay geometry.

The most critical relationship exists between n and the value of b . Varying b from

0 ° to 90 ° realizes all possible values for n between zero and the maximum value, which

is determined by the CO fragment velocity and the C ? O bond length. Moreover, the

velocity Š
CO

as an important observable quantity can assume values in the broad range

between 0 m s Õ " and 3000 m s Õ " . However, for the latter one has to take into account

the conservation of energy that is not given credit in equation (93), and that does not

permit the realization of large velocities of e.g. 3000 m s Õ " and the corresponding

maximum angular momentum of 100 ò at the same time. For determining the possible

CO fragment velocities the CO rotational energy has to be considered according to

0 % Š
CO

% Š max
CO

¯ 2 9 m
Cl

m
COCl

#

m
CO

(E
av

® E
int, CO

) : "
/ #

. (94)

The largest observed rotational excitation of the CO fragment is J
CO

¯ 64. For the

rotational state with J
CO

¯ 61, that has been investigated in detail in our experiments,

49 % of the available energy E
av

is trapped as internal rotational energy E
int, CO

in the

CO fragment (cf. table 11), so that only the remaining 51 % of the available energy can

be distributed onto the total kinetic energies of all products. According to the

parameter distributions derived for the synchronous decay, 22 % of the available

energy is found as kinetic energy in the CO fragments, corresponding to a mean

velocity of Š
CO

¯ 1600 m s Õ " for the CO fragment. This velocity induces an excitation

of the CO fragment of 54 quanta for the maximum out-of-plane angle b ¯ 90 ° . This is

in good agreement with the experimentally observed value of 61 quanta, when the

thermal parent molecule rotational excitation and the angular momenta of the
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70 C . Maul and K .-H . Gericke

Table 11. Mean kinetics energies of CO and Cl fragments for the synchronous and the

asynchronous concerted decay mechanisms. The values were derived from the weighted

averages of the respective contributions to the overall decay for all pro® les investigated,
as depicted in ® gure 19 for pro® les 4± 6, based on the production of two ground state

chlorine atoms. The values in column 1 are in parentheses because the low energy

component for CO ( Š ¯ 0, J ¯ 0), could not be observed, and have not been considered
in obtaining the mean values. The sum of each column is 1 for every mechanism. One has

to remember that two identical chlorine atoms are generated in the synchronous

mechanism. All energies are given in units of E
av

. Note the pronounced anticorrelation of
E- conc

kin, Cl ( " ) and E
int, CO

. Further details are given in the text.

Pro® le 1 2 3 4 5 6 Mean
Š ¯ 0 Š ¯ 1

Asynchronous concerted mechanism

E
int, CO

0 ± 00 0 ± 13 0 ± 49 0 ± 20 0 ± 31 0 ± 41
E- conc

kin, CO
(0 ± 38) 0 ± 24 0 ± 13 0 ± 19 0 ± 20 0 ± 19 0 ± 19

E- conc
kin, Cl ( " )

(0 ± 59) 0 ± 49 0 ± 26 0 ± 45 0 ± 38 0 ± 32 0 ± 38

E- conc
kin, Cl ( # )

(0 ± 03) 0 ± 14 0 ± 12 0 ± 16 0 ± 11 0 ± 08 0 ± 12

Synchronous mechanism
E

int, CO
0 ± 00 0 ± 13 0 ± 49 0 ± 20 0 ± 31 0 ± 41

E- syn
kin, CO

(0 ± 43) 0 ± 44 0 ± 22 0 ± 36 0 ± 43 0 ± 36 0 ± 36

E- syn
kin, Cl

(0 ± 29) 0 ± 21 0 ± 14 0 ± 22 0 ± 13 0 ± 11 0 ± 16

chlorine atoms are taken into account, that were neglected in going from equation (86)

to equation (87). While these additional angular momenta may also lead to a decrease

in the induced CO rotational excitation, this does not contradict our argument. It

simply means that those few fragments that are observed in J
CO

¯ 61 are generated via

a strong deviation from a planar geometry, and that the initial angular momentum of

the phosgene adds to the dynamically induced rotational angular momentum of the

CO fragment.

The previously discussed energy analysis within the frame of our kinematic model

cannot yield these conclusions on the out-of-plane angle b , since b does not directly

aŒect the energetics of the process. In the favourable case of phosgene dissociation,

however, one obtains as a qualitative result that the m
%

out-of-plane bending mode is

signi® cantly excited. In general, such a conclusion cannot be drawn for any three body

decay, which is the reason that the angular momentum analysis has been dealt with in

this special section on phosgene dissociation rather than in one of the preceding

sections containing more general considerations on three body decays as such.

Another qualitative result of the angular momentum analysis is that either the

sequential or the asynchronous concerted mechanism must play a signi® cant role in

the overall dissociation process. This can be seen from the existence of very slow CO

fragments with a large rotational excitation, since for the synchronous mechanism

alone, according to equation (93) small values for Š
CO

also imply small values for n.

This result has already been obtained in greater detail directly from analysing the

kinetic energy distributions, but it strengthens our con® dence that backward scattered

CO fragments from the asynchronous decay are generated in the phosgene

dissociation.

6.5. Chlorine fragment energetics

Knowledge of the parameter distributions for each decay mechanism allows a

mechanism speci® c determination of the mean kinetic energies of the CO molecule.

Having experimentally observed the internal CO energy, we were able to determine the
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Photo induced three body decay 71

corresponding mean kinetic energies of the chlorine atoms in a mechanism speci® c

manner also. The energies obtained via this approach are compiled in table 11. The

basis for the calculation was the generation of two ground state chlorine atoms. Thus,

no additional internal energy, apart from the known value for CO, had to be

considered. This assumption is justi® ed from the recent results of phosgene

photodissociation [184, 207, 208], where the excited spin± orbit state only contributed

to less than 5 % at 248 nm and to 16 % at 235 nm, respectively.

It can be seen from the data in table 11 that the asynchronous concerted

mechanism produces one fast and one slow chlorine atom at a time, while the

synchronous decay produces two slow atoms. The fast atom resulting from the ® rst

bond cleavage in the asynchronous concerted decay carries almost all kinetic energy

that is released in the dissociation process. Its velocity therefore depends strongly on

the internal excitation of the CO molecule. This dependence is indeed seen in table 11,

as is the much weaker dependence of the velocity of the second chlorine atom on the

CO internal energy. The generation of two slow chlorine atoms by the synchronous

mechanism is also a consequence of associating the fastest CO molecules with this

mechanism.

The kinetic energy of the chlorine fragments is therefore contributed to by three

qualitatively diŒerent channels : (a) the ® rst bond cleavage of the asynchronous

concerted mechanism, (b) the second bond cleavage of the asynchronous concerted

mechanism, and (c) the synchronous mechanism. Channel (a) induces signi® cantly

larger kinetic energies in the corresponding chlorine fragment than the other two

channels and should therefore be experimentally distinguishable from those. The

energies of the products from channels (b) and (c) are very similar, however, and

cannot be expected to be experimentally resolved. From these arguments we expect

from the CO experimental data a bimodal kinetic energy distribution for the chlorine

fragments, where we estimate for the centres a value of 13 % of the total available

energy for the slow component and a value of 38 % for the fast component. These

values are derived from the mean kinetic energies of table 11 after weighting with the

contributions of the two considered mechanisms. Consequently, the intensity ratio of

the slow to the fast component is given by

Aconc ­ 2A syn

Aconc
¯

81 ­ (2 ¬ 17)

81
¯ 1 ± 4. (95)

Indeed, in a previous study on the chlorine atom kinetics from the photodissociation

of phosgene at 235 nm we have observed a bimodal kinetic energy distribution [208].

While the qualitative agreement with the predictions from the CO data analysis is

good, the intensity ratio of 3 : 1 and the mean kinetic energy values of 7 % and 29 % of

the total available energy are diŒerent and do not lie within the experimental error of

the CO data analysis.

This quantitative discrepancy can be explained by the generation of highly

vibrationally excited CO molecules ( Š
CO

& 2), which are not experimentally observable

with the detection scheme employed in our experiments due to the predissociation of

the intermediate resonant B # R + state. The main argument favouring this explanation

is the smaller values for the chlorine atom kinetic energies as compared to the

expectations. It must be remembered in this context that a higher internal excitation

of the CO molecule takes the energy mainly from the fast chlorine atom and, to a lesser

degree only, from the slow atom. The diŒerence in the intensity ratios suggests a higher
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72 C . Maul and K .-H . Gericke

contribution of the synchronous channel for highly vibrationally excited CO

fragments, favouring the generation of only slow Cl atoms.

Based on our experimentally observed kinetic energy distributions of the chlorine

atoms an information theoretic analysis of the underlying decay mechanism has been

performed [71], similar to the analysis of the acetone three body decay [9, 72, 91]. In

remarkable agreement with the results of the kinematic analysis presented in this

work, a preferred generation of two coincidentally generated chlorine atoms with

small kinetic energies on the one hand and of fast± slow pairs on the other hand was

found. We identify the slow ± slow atom pairs with those fragments of the synchronous

decay and the fast± slow pairs with those of the asynchronous concerted decay. This

point of view is supported by the angular constraints for the two chlorine atoms : the

statistical analysis yields preferentially the same direction or motion for the two atoms,

which in turn corresponds to forward scattering of the CO fragment.

The very good agreement of the two basically diŒerent approaches used for the

investigation of the phosgene photodissociation cannot be taken for granted ; this

strengthens our con® dence in the presented conclusions. We would like to note at this

point that the application of the statistical approach is appropriate in those cases

where relatively few experimental data characterizing the system under consideration

are available, while in those cases where detailed observations have been made, the

kinematic analysis is the method of choice.

7. Concluding remarks

Facing a wide variety of results, experimental methods and analysis procedures, we

intended to compile, review and compare the existing data scattered in the literature

on molecular three body decay, in response to the increased attention the scienti® c

community has recently paid to this issue. Due to over 70 years of eŒort in this area,

including almost 30 years of interest in the dynamics of three body decays, it is very

unlikely that we have not left anything or anybody out, and we would like to apologize

to all of those whose contributions do not appear within this work. We believe,

however, that each contribution leads to a deeper understanding of molecular three

body decay, and, hopefully, will stimulate further research on this topic.

A number of experimental approaches were discussed in some detail, namely

photofragment spectroscopy with its numerous variations, and coincidence meas-

urements which could become a much more valuable tool in this ® eld than they are

today. We also discussed existing kinematic and statistical data analysis procedures,

and the applications to a large number of molecules, including azomethane, acetone

and acetyl compounds, all of which have been intensively studied in the last few

months.

Additionally to reviewing the existing data, a novel approach is presented for

analysing the dynamics of molecular systems undergoing three body decay with the

objective of characterizing the system in terms of concertedness and synchronicity.

The approach is based on kinematic analysis under strict application of conservation

laws. The de ® nition of decay mechanisms with the introduction of physically

meaningful parameters and the consequent consideration of parameter distributions

allows us to gain detailed insight into the dissociation dynamics without requiring

wave packet evolution calculations or the knowledge of the potential energy surface

topologies involved.

We analysed the three body decay of phosgene utilizing this approach and

obtained a clear picture of the dissociation process. No signi® cant contribution of a
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Photo induced three body decay 73

molecular channel, producing chlorine molecules, was found. Likewise, the generation

of a stable chloroformyl radical had been ruled out in previous studies, so that every

dissociation process upon irradiation around 230 nm yields three fragments, two

chlorine atoms and a carbon monoxide molecule. For this three body decay, the

asynchronous concerted mechanism is the dominant dissociation channel, accounting

for over 80 % of the products. The chlorine fragments move preferentially in the same

direction, resulting in forward scattering of the carbon monoxide. A less abundant

decay channel is the synchronous mechanisms, in which the two bonds cleave in

unison and that accounts for the remaining products. The geometry of the decaying

parent resembles the ground state equilibrium geometry with signi® cant excitations of

the m
$

in-plane and the m
%

out-of-plane bending modes. For both mechanisms the CO

fragments are generated with high internal excitation.

Our approach is particularly well-suited for molecules of the size of phosgene,

which are beyond today’ s capabilities of performing quantum mechanical calculations,

yet simple enough, not to exhibit too many product degrees of freedom that would

® nally reduce the signi® cance of the results of the kinematic method. In any case, in

order to obtain meaningful data, at least one dissociation product has to be

experimentally, well characterized, meaning the knowledge of product state and

kinetic energy distributions, preferably as a joint distribution matrix. While this

method is in no way limited to parent molecules decaying into one or more atomic

fragments, the analysis procedure is signi® cantly simpli® ed if this is the case. The

procedure may be modi® ed accordingly if the ® rst bond cleavage, for the asyn-

chronous scenarios, allows for arbitrary orientations of the intermediate particle

velocity and angular momentum vectors with respect to each other, a case that has not

been explicitly dealt with in the present work.

This method is not meant to be a universal tool for the analysis of three body

decays. From what has been said above, it should be clear that the application to

medium sized molecules is most promising. Medium sized in this context should be

understood as being composed of three to six atoms without restrictions on the size of

the involved atoms. Some examples of those molecules have been discussed in this

work and include, to name a few, methane and methane compounds, simple carbonyl

and sulphonyl compounds, but also water and ozone. For small systems consisting of

light atoms, quantum mechanical calculations provide a much more detailed picture

of the nature of molecular dissociation although the highly excited states involved in

the three body decay pose very challenging problems for the theoretician. For large

systems of the size of acetone or larger, apart from some qualitative arguments based

on product state and kinetic energy distributions, statistical methods remain the

appropriate tools.
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